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Abstract

In several classes of ductile and brittle materials consisting of different cleavage planes, an orienta-

tion dependency of the fracture process is observed. It leads for instance to complex failure behaviours

and crack paths in polycrystalline or architected materials. This paper focuses on modeling anisotropy

of brittle fracture by means of a variational phase-field approach. More precisely, we study different

models including several phase (or damage) variables corresponding to different damage mechanisms.

First, we recall a multi-mechanism gradient damage model based on an anisotropic non-local fracture

energy. We then consider a model accounting for an anisotropic degradation of the elasticity stiffness

tensor. Both types of anisotropies are compared in terms of their influence on analytical homogeneous

solutions under uniaxial and biaxial tensile loadings. Weak and strong anisotropies are captured via

the chosen multi-mechanism damage framework. The models are implemented numerically by using a

finite element discretization. In order to improve numerical performance, we implement an algorithm

based on a hybrid direct-iterative resolution of the displacement sub-problem. Accuracy of model

prediction is assessed by comparing numerical results to theoretical solutions under uniaxial loading.

Benchmark numerical tests on notched and perforated plates highlight the role of material parame-

ters on the fracture anisotropy. Furthermore, both models are able to retrieve zig-zag crack patterns

observed in prior numerical and experimental studies. Finally, we discuss the predictions of a model

combining both types of anisotropies.

Keywords: Multi-mechanism gradient damage models, Variational phase-field approach to fracture,

Anisotropic brittle fracture, Toughness anisotropy

1. Introduction

Anisotropic fracture behaviours are commonly observed in a wide variety of brittle materials such

as metals (Riedle et al., 1996; Cook, 2006; Wurster et al., 2012), metal oxides and ceramics (Wu

et al., 1995; Azhdari et al., 1998), rocks (Barron, 1971), polymers (Takei et al., 2013), composites

(Modniks et al., 2015; Mortazavian and Fatemi, 2015) and architected materials (Nguyen et al.,5

2017a; Brach et al., 2019; Brach, 2020). The fracture anisotropy of these materials is linked to their

nano- or microstructure. In an experimental study, Wu et al. (1995) observed for instance zig-zag

crack propagation in spinel (MgAl2O4) single crystals. Using double cantilever beams, they imposed

a macroscopic crack growth along a <110> crystal direction. Inside the middle groove, they observed

a systematic variation of the crack propagation direction. Instead of propagating along the <110>10

direction, the cracks displayed a zig-zag pattern of short cracks on <100> planes. Recently Takei

et al. (2013) observed a similar behaviour in bi-oriented polypropylene sheets, for which they gave
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evidence of directions along which the material does not tear. These zig-zag crack patterns have been

attributed to a strongly anisotropic fracture behaviour.

Recent development of theoretical (Peerlings et al., 1996; Francfort and Marigo, 1998; Forest,15

2009; Poh and Sun, 2017) and computational (Bourdin et al., 2000, 2008; Miehe et al., 2010) gradient

damage models have allowed to investigate complex aspects of brittle fracture. Among these, the

modelling of brittle fracture anisotropy has gained much attention over the past decade (Hakim and

Karma, 2005, 2009; Aslan et al., 2011; Shanthraj et al., 2017; Lindroos et al., 2021). Prior gradient

damage models of anisotropic brittle fracture can be divided into two different classes. The first class20

of models introduces fracture anisotropy by means of an anisotropic non-local fracture energy, while

the second class introduces an anisotropic degradation of the stiffness tensor. Within the first class

of models, the so-called second order models account for an anisotropic non-local fracture energy

involving the gradient of damage variable(s) (Clayton and Knap, 2015; Liu and Juhre, 2018; Bryant

and Sun, 2018; Quintanas-Corominas et al., 2019; Noii et al., 2020; Rezaei et al., 2021). On the other25

hand, the so-called fourth order models involve the Hessian of the damage variable (Li et al., 2015;

Teichtmeister et al., 2017; Kakouris and Triantafyllou, 2018; Li and Maurini, 2019; Nguyen-Thanh

et al., 2020; Ma and Sun, 2020; Gerasimov and De Lorenzis, 2022). It was shown that second order

models predict a reciprocal surface energy that is convex with respect to the orientation. In the sense

of Takei et al. (2013), this convexity characterizes a weak anisotropy. To overcome the limitation30

of second order models to weak anisotropy, fourth order models were introduced. These models can

predict a reciprocal surface energy which is non-convex with respect to the orientation. They can

therefore capture strong anisotropy. However, complex numerical methods are needed in order to

ensure the higher degree of continuity of the phase-field variable (Hale et al., 2018). Nevertheless,

most of the efforts in the recent literature concentrated on anisotropic brittle fracture models (second35

and fourth order) based on an anisotropic non-local fracture energy. The second class of models based

on an anisotropic stiffness degradation was first studied in local settings (Kachanov, 1958; Chaboche

et al., 1995; Lemaitre et al., 2000) and then extended to non-local frameworks by Pijaudier-Cabot

and Bažant (1987); Bažant and Pijaudier-Cabot (1988). Lately, this class of models was revisited by

Wulfinghoff et al. (2017); Bleyer and Alessi (2018); Fassin et al. (2019); Reese et al. (2021); Görthofer40

et al. (2021); Li et al. (2021).

Recently, above classes of models were extended to multiphase-field frameworks (Nguyen et al.,

2017b; Bleyer and Alessi, 2018). These extensions consider a set of several damage variables, each

associated with a different fracture mechanism. Nguyen et al. (2017b) suggested that second order

phase-field models accounting for multiple damage mechanisms can achieve both strong and weak45

anisotropy. This multi-mechanism character prevents the need to resort to a higher-order theory

which is required in order to model strong anisotropy if only one damage variable is defined (Li et al.,

2015). This is an important result, as higher-order phase-field theories often require C1 regularity

(or higher continuity) and thus involve computationally demanding numerical algorithms (Hale et al.,

2018). On the other hand, for second-order multiphase-field theories, even if a few additional phase-50

field variables might be needed, C0 solutions are sufficient and hence standard numerical methods

remain operable.

Anisotropic fracture energy and anisotropic stiffness degradation are hence two efficient ways of

introducing anisotropy into the fracture behaviour. Nevertheless, a discussion on the strengths and

weaknesses of these approaches is missing in the literature, as well as a comparison of their predictions55

for benchmark numerical experiments. Finally, to the best of our knowledge, a model combining both

type of anisotropies has not been proposed yet.

The objective of this work is thus twofold. First, it aims at developing a framework in which

anisotropic stiffness degradation and anisotropic non-local fracture energy can be accounted for sep-
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(a) (b)

Figure 1: (a) Orientation of the fracture planes of normal nnn1 and nnn2 with respect to the reference
basis. (b) Color maps used throughout the paper for the damage variables d1, d2 and the orientation
angle θ.

arately or simultaneously. Second, it provides a critical assessment of both types of modelling in60

various anisotropic fracture situations. A second order phase-field fracture model that accounts for

multiple damage mechanisms is proposed. The two types of anisotropies are compared in terms of

analytical predictions of elastic domains under uniaxial and biaxial tension/compression. The model

is then implemented in a finite element framework. The strengths and weaknesses of fracture energy

and stiffness degradation anisotropy are discussed on the basis of benchmark numerical tests. Finally,65

we perform simulations of cleavage fracture in a bi-crystal in order to demonstrate the capabilities of

the model to study the fracture behaviour of textured polycrystals.

The article is organized as follows. The theoretical formulation of the model is developed in Section

2. Numerical aspects of the finite element implementation are described in Section 3. Assessment of the

implementation and sensitivity of the numerical predictions to material parameters are investigated70

in Section 4 by performing benchmark numerical tests. Section 5 presents numerical simulations

of complex cleavage fracture behaviours in single- and bi-crystals. In Section 6 we revisit previous

benchmark numerical tests with a model coupling anisotropies coming from the fracture energy and

the stiffness degradation.

The following notations are adopted. Vectors and second-order tensors are denoted by boldface75

symbols. Fourth-order tensors are denoted by blackboard letters. The inner product of second order

tensors is denoted by a double dot ε : εε : εε : ε = εijεji. The dyadic product on vectors is defined by

xxx ⊗ yyy = xiyjeeei ⊗ eeej , where R = {eeex, eeey, eeez} denotes an orthonormal basis. Damage variables are

denoted di and evolve from 0 (intact material) to 1 (complete fracture). In this work, we restrict

our numerical examples to a 2D plane strain setting and consider only two damage variables d1 and80

d2 for the sake of simplicity. Normal vectors nnn1 and nnn2 define the fracture planes associated to each

damage variable. Throughout the paper we will consider that nnn1 and nnn2 are orthogonal. The angle θ

defines the orientation of the fracture planes with respect to reference basis as shown in Figure 1a. A

red-blue color scale is used for the damage variables and a gray scale is used for the orientation angle

θ as described in Figure 1b.85

2. Multiphase-field models of anisotropic brittle fracture

In brittle materials, fracture properties might be anisotropic at the scale of the microstructure. In

metallic (poly-)crystals for instance, intragranular fracture preferentially occurs along cleavage planes

(Pérez and Gumbsch, 2000). Each such cleavage plane i can be defined by its unit normal vector

nnni. In this Section we propose two different ways of accounting for fracture anisotropy due to the90

existence of cleavage planes.
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2.1. Variational phase-field formulation

We formulate here a damage gradient model including several damage variables as in Bleyer and

Alessi (2018). The ill-posedness of local damage models is solved by the introduction of a free-energy

depending on the damage gradients. Formulated in the standard generalized materials framework

(Halphen and Nguyen, 1975), such models are extremely close to variational phase-field models intro-

duced by Bourdin et al. (2000, 2008). Sharp cracks and displacement discontinuities are regularized

via spatially-smooth damage fields di ∈ [0, 1] (with di = 0,∀i for the intact material). According

to the generalized continuum thermodynamics framework developed by Nguyen (2021), we consider

that the material behaviour can be described by a set of state variables: the linearized strain tensor

εεε, m different damage variables di and their gradients ∇di. We assume that the material free energy

density depends upon all state variables in the following fashion

ψ(εεε, di,∇di) = ψloc(εεε, di) + ψreg(∇di) (1)

where ψloc denotes the contribution of the local damage model and ψreg the damage gradient regular-

izing contribution, both of which will be specified later in Sections 2.2 and 2.3.

As regards the dissipation pseudo-potential, we consider the following rate-independent formulation

with respect to the damage rates ḋi

φ(ḋi; di) =

m∑

i=1

f(di)ḋi (2)

with the additional irreversibility conditions ḋi ≥ 0. Introducing w(di) =
∫ di

0
f(u)du, we have that

f(di) = w′(di) and hence

φ(ḋi; di) =

m∑

i=1

˙
w(di) (3)

Considering a domain Ω, subjected to body forces bbb and surface forces TTT on its boundary ∂Ω, the

power of external forces is given by

Pext(vvv) =

∫

Ω

bbb · vvv dV −
∫

∂Ω

TTT · vvv dS (4)

The system evolution between time tn and tn+1 can be described by the following variational principle

min
uuu, di s.t. ḋi≥0

∫ tn+1

tn

∫

Ω

(
ψ̇(εεε, di,∇di)) + φ(ḋi; di)

)
dV dt−

∫ tn+1

tn

Pext(u̇uu)dt (5)

Exploiting expression (3) for the pseudo-potential and simplifying constant terms, we can equivalently

write

min
uuu, di s.t. di≥dn

i

∫

Ω

(
ψ(εεε, di,∇di) +

m∑

i=1

w(di)

)
dV − Pext(uuu) (6)

where the irreversibility condition has been replaced by di ≥ dni with dni denoting the previously

known value of the damage variables at tn. The following incremental energy density is introduced

W (εεε, di,∇di) = ψ(εεε, di,∇di) +

m∑

i=1

w(di) (7)

We therefore see that the solution at time tn+1 can be obtained from the minimization of the following
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global incremental pseudo-potential (Bourdin et al., 2000; Petryk, 2003)

min
uuu, di s.t. di≥dn

i

∫

Ω

W (εεε, di,∇di) dV − Pext(uuu) (8)

As discussed in (Bleyer and Alessi, 2018) (and references therein) the equilibrium equations, boundary95

conditions and damage evolution laws can be derived from the optimality conditions of (8). The

numerical resolution scheme of the incremental global energy minimization principle will be detailed

in Section 3.

2.2. Anisotropic fracture energy

A convenient way to introduce fracture anisotropy into the constitutive modelling of a brittle

material is to resort to the use of the second-order structural tensors (Nguyen et al., 2017b)

BBBi = 111 + αi(111−nnni ⊗nnni) (9)

where αi is a penalization parameter. Following Bourdin et al. (2000), the incremental pseudo-

potential density W introduced in Eq. (8) depends on the elastic strain tensor εεε, the damage variables

(di) and their gradients as follows

W (εεε, di,∇di) =
1

2
εεε : C(di) : εεε+

m∑

i=1

3Gi
c

8`i

(
di + `2iBBBi : (∇di ⊗∇di)

)
(10)

where C(di) is the damage-degraded fourth-order stiffness tensor and n the number of100

different cleavage planes. We introduce the fracture energy density as δ(di,∇di) =∑m
i=1

3Gi
c

8`i

(
di + `2iBBBi : (∇di ⊗∇di)

)
.Coefficients Gi

c and `i are the fracture toughness and characteris-

tic length-scale for the fracture mechanism i respectively. In Eq. (10) we have adopted the AT-1 model

(Ambrosio and Tortorelli, 1990) instead of the AT-2 model used by Nguyen et al. (2017b). With C0

the stiffness tensor in the undamaged state, an isotropic elasticity stiffness degradation is introduced105

as

C(di) =

(
(1− κ)

m∏

i=1

(1− di)2 + κ

)
C0 = g(di;κ)C0 (11)

where κ is a small residual stiffness introduced in order to avoid ill-posedness in the fully damaged

state. In this formulation, the only source of anisotropy comes from the tensors BBBi in the non-local

terms of Eq. (10). An isotropic formulation is recovered when αi = 0, ∀i. In Eq. (10), the energetic

contribution of gradients of di parallel to nnni does not depend on αi. However, the energetic contribution110

of gradients of di perpendicular to nnni scales with 1 + αi. Each parameter αi therefore plays the role

of penalizing strain gradients of the variable di which are not aligned with the direction nnni. In the

limit of αi going to infinity, only gradients of di strictly aligned with nnni would be allowed by this

model. Parameters αi enable a direct and scalable control on the degree of anisotropy introduced in

the fracture behaviour. However, this also leads to non-straightforward shortcomings, as detailed in115

Section 4.

We assess the performance of this model via the benchmark problem in Figure 2a (Nguyen et al.,

2017b). We consider a plate characterized by a vertical cleavage plane nnn1 = [1 0] and a horizontal

cleavage plane nnn2 = [0 1]. The damage variables associated with each of these planes are d1 and d2

respectively. All material parameters are identical for both damage mechanisms, i.e. G1
c = G2

c = Gc,120

`1 = `2 = ` and α1 = α2 = α. An isotropic stiffness tensor C0 is used. A circular defect of radius
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r0 = 0.02 is introduced at the center of the plate by setting either d1 = 1 or d2 = 1. The boundaries

of the plate are left free. A sharp damage interface between the defect and the surrounding sound

material is not energetically favourable because of the gradient terms in the fracture energy density

δ(di,∇di) in Eq. (10). The minimization of
∫

Ω
δ(di,∇di)dV , performed with the alternate scheme125

described in Section 3, results in the damage spreading around the initial defect. Polar plots in

Figures 2b and 2c show the normalized fracture energy density δ evaluated at some distance r > r0 as

a function of the orientation angle φ. For α = 0 the fracture behaviour is isotropic. The corresponding

fracture energy polar plot is a circle. As α increases, the polar plot of the reciprocal fracture energy

density Gc/δ evolves from a convex to a non-convex shape. This result recalls the transition from130

a weak anisotropy to a strong anisotropy character. It was argued by Li et al. (2015) that second-

order phase-field models can only reproduce weak anisotropy, in contrast to higher-order phase-field

models capable of describing both weak or strong anisotropy. Results shown in Figure 2 suggest that

second-order multiphase-field models can also predict both types of anisotropies. As a consequence

of this anisotropy, the polar plots of damage variables d1 and d2 in Figures 2d and 2e also display an135

anisotropic profile when α > 0. As the parameter α increases, the damage fields are spread over an

increased distance around the initial defect.

2.3. Anisotropic elasticity stiffness degradation

Structural tensors BBBi introduced in Section 2.2 are not the only way to model anisotropic failure

of brittle materials. The model presented in this Section relies also on Eq. (10), but we assume now

that BBBi = 111, ∀i. In the same spirit as Bleyer and Alessi (2018), we aim at proposing an anisotropic

degradation of the stiffness tensor which could be applied to materials having any number of fracture

mechanisms. In a 2D setting, with the assumption of two damage planes nnn1 = [1 0] and nnn2 = [0 1],

we adopt the following form of the degraded stiffness tensor

C(d1, d2) = D : C0 : D =




g2
1C11 g1g2C12 0

g1g2C12 g2
2C22 0

0 0 g2
6C66


 (12)

with D =




g1 0 0

0 g2 0

0 0 g6


 (13)

and g1 =

(
1− d1

1 + γd1

)q

, g2 =

(
1− d2

1 + γd2

)q

, g6 =

(
1− d1

1 + γd1

)p(
1− d2

1 + γd2

)p

(14)

where D is an anisotropic degradation tensor. Rational degradation functions g1, g2 and g6 are

adopted (Lorentz and Godard, 2011; Wu, 2017). γ is a material parameter which will be linked to140

the ratio of two material lengths in Section 2.4. Figure 3 shows the evolution of different degradation

functions with respect to damage. On one hand, the rational forms display a faster decrease at

incipient damage than the traditional quadratic degradation function. It can therefore be expected

that such degradation functions promote crack nucleation. On the other hand, the rational degradation

functions display a slow decline towards zero. As a consequence, damaged bands will last longer before145

evolving into fully developed cracks. The main motivation for Eq. (12) is to account for an induced

anisotropy of the damaging process. For instance, if d2 = 0 but d1 evolves from 0 to 1, the material

stiffness experiences a strong decrease of its uniaxial and shear components in direction eeex, while still

exhibiting a residual stiffness along direction eeey parallel to the crack plane.

The degraded stiffness defined in Eq. (12) is restricted to a 2D setting in which only two orthogonal

cleavage planes coexist. In an effort to generalize this approach to more general cases, we propose the

following formalism. We consider a material with n cleavage planes. For each fracture mechanism,
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0°

(a) Benchmark problem initial condition

(b) δ/Gc at r = 0.1 with d1 = 1 inside the center defect (c) δ/Gc at r = 0.1 with d2 = 1 inside the defect

(d) d1 at r = 0.1 with d1 = 1 inside the defect (e) d2 at r = 0.1 with d2 = 1 inside the defect

Figure 2: (a) Sketch of the benchmark problem geometry and initial conditions. (b) Polar plots of the
normalized fracture energy density δ/Gc, (c) the reciprocal normalized fracture energy density Gc/δ
and (d-e) damage level at r = 0.1 for the case of a material containing two preferential directions
nnn1 = [1 0] and nnn2 = [0 1] with α varying from 0 to 100.
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Figure 3: Polynomial and rational degradation functions.

a residual stiffness tensor Ci is introduced. Ci corresponds to the material stiffness remaining in a

crack of plane normal nnni. In order to describe the smooth transition between the stiffness of the

sound material C0 and the residual stiffness Ci of the damaged material, the following non-linear

interpolation is introduced

C(di) =

(
(1− κ)

n∏

i=1

gi(di) + κ

)
C0 +

n∑

i=1

n∏

j 6=i

gj(dj)(1− gi(di))Ci (15)

According to Eq. (15), when only a single damage variable is non-zero (i.e. di 6= 0 and dj 6=i = 0), the150

stiffness evolves from C0 to Ci. The term Πn
j 6=igj(dj) is introduced in order to avoid the possibility

of artificial stiffness restoration or creation when two cracks coexist at a same material point (e.g.

at intersection of two cracks). The residual stiffness tensors Ci can for example be obtained from

experiments or computational homogenization (Li et al., 2021).

In the following, the abbreviation in Table 1 will be used to denote one or the other of the two155

models described above. The model with an anisotropic fracture energy is denoted as AFE, while the

model with an anisotropic stiffness degradation is abbreviated as ASD. The Table 1 summarizes the

different material parameters for each model. Different sets of values were used for the numerical

experiments presented in this study. For each experiment these values are indicated in the Figure

captions.

Anisotropic fracture energy Anisotropic stiffness degradation

Abbreviation AFE-α ASD-(q,p,γ)

Anisotropy parameters α γ, p, q

Elastic constants E, ν E, ν

Damage parameters G1
c = G2

c , `1 = `2 G1
c = G2

c , `1 = `2

Residual stiffness κ = 10−6 κ = 10−6

Table 1: Model abbreviations and material parameters associated to the anisotropic fracture energy
and anisotropic stiffness degradation models.

160

2.4. Comparison of homogeneous solutions in uniaxial and biaxial tension

In this section the homogeneous solutions of both models under uniaxial and biaxial tension are

compared. The analytical damage initiation criteria are derived and elastic domains are plotted in

8



order to highlight the differences between the models. We consider a stress tensor taking the following

form

σσσ = σxxeeex ⊗ eeex + σyyeeey ⊗ eeey (16)

=

(
σxx cos2(θ) + σyy sin2(θ) (σxx − σyy) cos(θ) sin(θ)

(σxx − σyy) cos(θ) sin(θ) σxx sin2(θ) + σyy cos2(θ)

)

(nnn1,nnn2)

(17)

where θ represents the angle between the cleavage planes frame (nnn1,nnn2) and the loading frame (eeex, eeey)

as shown in Figure 1a. It was shown in Bleyer and Alessi (2018), that the damage evolution laws can

be expressed as follows

∀i,





Yi ≤ 0

ḋi ≥ 0

ḋiYi = 0

with Yi = −∂W
∂di

=
1

2
(C−1 : σσσ)T :

∂C(di)

∂di
: (C−1 : σσσ)− 3Gi

c

8`i
(1− 2`2i ∆di) (18)

Assuming a homogeneous solution, the Laplacian terms ∆di vanish and the equations Yi = 0 can be

interpreted as the equations delimiting the elastic domains associated with each damage mechanism.

The intersection of these domains defines the overall elastic domain.

We first consider an initially isotropic stiffness tensor C0, with Young’s modulus E and Poisson’s

ratio ν. In a 2D plane-stress setting, the coefficients C11, C22, C12 and C66 are expressed in terms of

E and ν as follows

C11 = C22 =
E

1− ν2
, C12 =

Eν

1− ν2
, C66 =

E

2(1 + ν)
(19)

We define the elastic limit σ0 (Tanné et al., 2018) as

σ0 =

√
3EGc

8`(1 + γ)
(20)

It corresponds to the stress at the onset of damage for an homogeneous bar under uniaxial tension.165

Note that the uniaxial stress might increase above σ0 in the case of a hardening phase. After the peak

stress, softening occurs. For short bars, during the apparent hardening/softening phase, the damage

field increases but remains spatially constant. However for long enough bars, the homogeneous solution

is unstable in the softening regime and a localized solution is obtained (Tanné et al., 2018).

As discussed in the previous Section, the parameter γ in the degradation functions Eq. (14) can

be interpreted as a ratio of two material lengths. We introduce a new cohesive length-scale `coh as

follows

`coh ≡
3EGc

8σ2
0

= (1 + γ)` (21)

Figure 4 shows the elastic domains in uniaxial tension obtained with the AFE model (Figure 4a) and170

ASD model (Figure 4b). The degradation function parameters are set equal to p = q = 1 and γ = 4.

In the case where cleavage planes are aligned with the loading frame (i.e. θ = 0°) both models predict

a critical nucleation stress equal to σ0. For the model AFE accounting for anisotropy in the fracture

energy, but having an isotropic degradation of the stiffness tensor, the critical nucleation stress is

constant with respect to θ (both damage criteria coincide). However, the model ASD considering an175

anisotropic degradation of the stiffness tensor yields a non-constant critical nucleation stress. For

θ ∈ [0°; 45°] ∪ [135°; 180°] the damage criterion Y1 = 0 is fulfilled at first, while for θ ∈ [45°; 135°] the

damage criterion Y2 = 0 is met first. The critical nucleation stress reaches a maximum at θ = 45° and

9



(a) AFE (b) ASD

Figure 4: Uniaxial elastic domains for both models with an isotropic stiffness tensor.

θ = 135°.
We further consider an initial stiffness tensor with cubic symmetry, such that the shear modulus

G = C66 is an independent elastic coefficient. The Zener anisotropy ratio for materials with cubic

symmetry is

ar =
2C66

C11 − C12
(22)

Zener’s ratio is equal to 1 for an isotropic material. Figure 5 shows the elastic domains in uniaxial180

tension obtained with both models with an initially anisotropic elasticity stiffness tensor. The shear

modulus was increased as compared to the isotropic case such that ar = 4. The fracture nucleation

stress is no longer constant for the AFE model, but both damage criteria still coincide. The nucleation

stress is minimum at θ = 0°, θ = 90° and θ = 180° and maximum at θ = 45° and θ = 135°. For the

ASD model, the elastic domain has a similar shape as with the initially isotropic stiffness tensor. The185

increase of stiffness anisotropy has significantly increased the ratio between the maximum nucleation

stress (e.g. at θ = 45°) and the minimum nucleation stress (e.g. at θ = 0°).
Finally, the elastic domains obtained with both models under biaxial tension with an initially

isotropic stiffness tensor are plotted in Figure 6. The cleavage planes are oriented at θ = 15° with re-

spect to the loading frame. The AFE model leads to an elliptical elastic domain in the (σxx/σ0, σyy/σ0)190

plane (both criteria coincide). Results not displayed here have shown that the eccentricity of this el-

lipse increases as the Poisson ratio becomes different from 0. In the limit case where ν = 0 the elastic

domain is a circle of radius σ0. The ASD model leads to an elastic domain defined by the intersection

of two ellipses. The eccentricity of these ellipses increase as Poisson’s ratio becomes different from 0.

Nevertheless, unlike the previous model, both ellipses do not degenerate to circles when ν = 0. Both195

models are sensitive to the initial stiffness anisotropy. Increasing Zener’s ratio leads to an increase of

the eccentricity of the ellipses defining the elastic domains.

3. Numerical implementation

In terms of finite-element discretization, we resort to classical linear Lagrange triangular elements

for both the displacement and the damage fields. A standard staggered resolution scheme is adopted200

10



(a) AFE (b) ASD

Figure 5: Uniaxial elastic domains for both models with an anisotropic stiffness tensor with ar = 4.

(a) AFE (b) ASD

Figure 6: Biaxial elastic domains for both models with θ = 15° and with an isotropic stiffness tensor.
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(Bourdin et al., 2000; De Lorenzis and Gerasimov, 2020) and recalled. Moreover, solving the dis-

placement sub-problem is usually the most time-consuming step of a single alternate minimization

iteration. For large-scale problems, direct linear solvers tend to become computationally burdensome.

However, devising efficient iterative solvers requires very good preconditioners which are difficult to

construct in the presence of strong material non-linearities. As an efficient alternative, we propose in205

Appendix A a hybrid direct-iterative method in order to solve the displacement sub-problem.

An incremental minimization of the total energy defined in Eq. (8) is performed. The unknowns

of each minimization problem are the displacement and damage variable increments. For a given

load increment, denoted by its index n, a fixed-point minimization algorithm is implemented. The

convergence criterion is

Ek+1
n − Ekn
Ekn

< εtol (23)

where εtol is a small tolerance value set equal to 10−6 in practice. The indices k and k+ 1 denote two

successive iterations of the iterative minimization algorithm. For each iteration k of the fixed-point

algorithm, two successive energy minimization are performed. First, energy minimization with respect

to the displacement uuu is performed with fixed damage variables (di)

uuukn = argmin
uuu, s.t. (di)=(di)kn

(
Ekn(uuu, di)

)
(24)

Then, energy minimization with respect to the damage variables (di) is performed with fixed displace-

ment uuu, under the constraints of positive damage increments.

(di)
k
n = argmin

(di), s.t.uuu=uuuk
n

(
Ekn(uuu, di)

)
(25)

s.t. ∀i, di,n−1 ≤ dki,n ≤ 1 (26)

The resolution with respect to the displacement degrees of freedom uuu in Eq. (24) consists in the

resolution of a linear variational problem which can be achieved using either a direct method or an

iterative method. In Appendix A a new hybrid method combining both direct and iterative methods is

presented. The damage evolution problem Eq. (25) under the constraints of Eq. (26) is solved using the210

TAO bound-constrained optimization solver (Munson et al., 2012) integrated into the PETSc library

(Balay et al., 2001). An adaptive time stepping method is also implemented in order to perform

large time steps when damage evolution is inactive and refine the time discretization when damage

evolution is active. The full resolution strategy is summarized in Algorithm 1. The open-source

software gradam developed for this study is based on the FEniCS finite element library (Logg et al.,215

2012; Alnæs et al., 2015). The source code and implementation of several examples are available at

https://doi.org/10.5281/zenodo.5764329 (Scherer et al., 2021).

4. Numerical experiments: benchmark validation tests

We show that both models presented in Sections 2.2 and 2.3 can give similar predictions for

localized cleavage bands under uniaxial tension. The strengths and weaknesses of each model are220

then discussed via sensitivity analyses to their coefficients. In all these tests, two orthogonal cleavage

planes nnn1 and nnn2 are considered. Unless otherwise stated, an initially isotropic elastic behaviour with

E = 200 GPa and ν = 0.3 is used.
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4.1. Comparison of localized solutions in uniaxial tension

In order to evaluate the capability of both models to predict crack nucleation on a desired cleavage225

plane, localized solutions under uniaxial tension are computed. Uniaxial tension along the horizontal

direction eeex is applied to a 2D bar of length L = 50 mm along eeex and width H = 1 mm along eeey.

In the following, we consider several orientations θ of the cleavage planes with respect to the loading

direction. In order to trigger localization in the center of the bar, a geometrical defect which consists

in a width reduction of 1% of the cross-section was introduced.230

Figures 7a and 7b show the localized solutions obtained with the two different models presented

in Sections 2.2 and 2.3. For θ ∈ [0°; 45°] ∪ [135°; 180°], both models AFE and ASD predict that fracture

occurs on the plane of normal nnn1, while fracture on the plane of normal nnn2 is predicted for θ ∈
[45°; 135°]. At θ = 45° and θ = 135° both damage mechanisms are equivalent, therefore one or the

other can be indistinctly activated. However, in these tests both damage mechanisms are never active235

simultaneously. Furthermore, when cleavage occurs on a given plane the orientation of the localized

damage band is not exactly parallel to this plane. The orientation of the localized band particularly

depends on the parameter α for the AFE model. In Figure 7c, the evolution of the localized band

orientation φ with respect to the horizontal direction is plotted as a function of θ. For the smallest

value α > 0, the orientation of the localized damage band is far from coinciding with the cleavage240

plane. This is due to the fact that a small value of α only induces a weak anisotropy of the fracture

energy (see Figure 2b in Section 2.2). However, as α increases, the orientation of the localization

band gets closer to the orientation of the active cleavage plane. The close-up in Figure 7d shows that

the orientation of the localized band differs more from the orientation of the cleavage plane when θ

is close to 45°. This is the result of a competition between mode I opening (crack perpendicular to245

the horizontal loading) and crack alignment with the fracture plane. This competition is maximum at

θ = 45° and θ = 135°. The ASD-(1,0.5,4) model, which has an anisotropic stiffness degradation and

an isotropic fracture energy, predicts localized band orientations close to the orientations predicted

with the AFE-10 model. Additionnal simulations not presented here have shown that, when the ratio

`/H increases, the cracks are still aligned with one or the other cleavage plane in the bulk region away250

from the edges. For the ASD model, the crack turns from the cleavage plane orientation in the very

near vicinity of the top and bottom edges in order to satisfy the free-edge condition. This suggests

that both models are indeed potentially well suited for predicting anisotropic fracture on preferential

cleavage planes.

In Figure 8, we report the total fracture energy (normalized by HGc) which we interpret as an255

apparent work of fracture required to break the bar. For α = 0, the local fracture behaviour is

isotropic and therefore the work of fracture is equal to HGc in all directions. As α increases, the

shape of the work of fracture surface evolves from a circle of radius HGc to a square of size HGc.

For α = 100, at θ = 45° (diagonal of the square), the work of fracture is equal to
√

2HGc. Since

the corresponding localized damage band is oriented at φ = 45°, the factor
√

2 = 1/ sin(π/4) comes260

from the larger length of the damage band due to this inclination. The surface of (reciprocal) work

of fracture obtained with the ASD model displays a similar four fold pattern as obtained with α > 1

with the AFE model.

Further numerical tests are presented in the following section in order to highlight the sensitivity

of both models to their respective parameters. These tests are also used to emphasize the possible265

dissimilar predictions obtained from the models.

4.2. Mode I loading: 0°/90° cleavage planes

Numerical tests are performed on the notched and perforated square plates shown in Figure 9. The

plates are loaded in tension by imposing a vertical displacement U to their top edge, while the bottom

13



(a) AFE-100 model (b) ASD-(1,0.5,4) model
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Figure 7: (a-b) Localized solutions in uniaxial tension for both models with nnn1 = [1 0], nnn2 = [0 1] and
L = 50 mm, H = 1 mm, ` = 0.4 mm. (c-d) Evolution of the localized band orientation φ with respect
to the fracture planes orientations θ.

Figure 8: Polar plots of (a) the normalized total work of fracture Efrac/HGc and (b) the reciprocal
normalized total work of fracture HGc/Efrac for the localized solutions in uniaxial tension.
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(a) Notched plate (b) Perforated plate

Figure 9: Geometries and boundary conditions on notched and perforated single crystal square plates.
L = 1 mm and R ' 0.178 mm such that the void surface fraction is 10%.

edge is fixed. The macroscopically applied stress σ22 is measured as the applied vertical load (force270

per unit length) divided by the plate width L. These types of geometries and boundary condition

lead to an unstable crack propagation. The corresponding value of the critical stress reached before

fracture is therefore denoted σc.

First, the case of horizontal straight crack propagation is studied by taking θ = 0°. Due to the

vertical loading a crack is nucleated on the plane of normal nnn2. For the AFE model, the influence of275

the penalization parameter α is investigated by taking several values in the range [10−2, 103]. Figure

10 shows the evolution of the critical stress σc, normalized by σ0 as defined in Eq. (20), with respect

to α. Horizontal dashed-dot lines represent the normalized critical stress obtained with the ASD model

(not sensitive to α). In the weak anisotropy range, i.e. 0 ≤ α ≤ 1, the critical stress is almost

insensitive to the value of α. Furthermore, the critical stress in the limit of vanishing anisotropy280

(α→ 0) almost coincides with the critical stress predicted by the ASD model. However, in the strong

anisotropy range, i.e. α ≥ 1, a significant increase of the critical stress is predicted as α is increased.

For the notched plate, σc obtained with α = 103 is more than 2.5 times larger than with α = 10−2.

Similarly, for the perforated plate, the critical stress is multiplied by about 1.7 between α = 10−2 and

α = 103. Moreover it can be observed that for α = 103 a spurious vertical crack on the cleavage plane285

of normal nnn1 is initiated at the notch front. The dependency of the predicted crack nucleation stress

to the degree of anisotropy is one drawback of the model accounting for a strongly anisotropic fracture

energy. The coefficient α which was originally introduced as a penalization parameter without any

real physical relevance, seems in fact to play a crucial role in the crack nucleation process. However,

the physical interpretation of the coefficient α being still unclear in the literature, the results described290

above suggest that care should be taken when trying to quantitatively predict critical stresses with a

model of this type.

4.3. Mode I loading: −45°/+ 45° cleavage planes

In Figure 11, the case of a slanted crack propagation in a notched plate is studied by taking

θ = 45°. The cleavage plane of normal nnn1 is oriented at −45° with respect to the horizontal axis,295

while the plane of normal nnn2 is oriented at +45°. Since both cleavage planes are orthogonal and the

loading applied along the vertical direction, fracture has equal opportunity to occur on one or the

other cleavage plane. Figure 11 shows the predictions of the AFE model. The crack paths obtained

for three different values of α are superimposed on the notched plate geometry. Consistent with an

unstable crack propagation, an elastic-brittle behaviour is observed for all values of α. In case of300
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Figure 10: Influence of α on the critical stress to crack nucleation in notched and perforated plates
for the AFE model with θ = 0°.

weak anisotropy, i.e. α = 1, the crack does not fully align with one of the ±45°-oriented cleavage

planes. This observation is coherent with the localized band orientations measured in uniaxial tension

(see Section 4.1). This is the result of a competition between mode I crack opening and the cleavage

anisotropy. As α is increased, the cleavage anisotropy becomes dominant. For α = 100 the crack

propagates exactly along the −45° direction corresponding to the cleavage plane of normal nnn1. Load-305

displacement curves of Figure 11 also show that the critical force corresponding to the unstable crack

propagation is also highly dependent on α, confirming a previous similar observation. In particular,

no convergence seems to be observed when α→∞.

Figures 12 and 13 show the predictions of the ASD model. The parameter q is set equal to 1. The

crack paths obtained for three different values of p and with γ = 0 are shown in Figure 12. The310

parameter p corresponds to the power exponent of the degradation function which acts on the shear

modulus (see Eq. (14) ). The smaller the value of p, the slower the residual shear modulus drops to

zero as damage increases. In fact, increasing the difference between exponents q and p leads to a larger

anisotropy of the residual stiffness tensor. The predicted crack paths show that this increased stiffness

anisotropy induces a stronger cleavage anisotropy. The crack path tends indeed to get closer to the315

45°-oriented cleavage plane when p is decreased. Nevertheless, changing the value of p seems to have

relatively little influence on the critical crack nucleation stress. In Figure 13 the power exponents are

set to q = 1 and p = 0.5, while the parameter γ is varied. Increasing the value of γ has the effect of

accelerating the decrease of the residual stiffness in the early stages of damage. Therefore, a larger

value of γ leads to a greater anisotropy of the residual stiffness. As a result, as observed in Figure 13,320

when γ is increased, the crack path gets closer to the 45°-oriented cleavage plane.

5. Numerical experiments: complex fracture behaviours

AFE and ASD models are used to simulate crack kinking in elastic orthotropic notched plates.

Numerical predictions are compared to a theoretical crack kinking criterion (Leguillon, 1993). Then,

we apply surfing boundary conditions (Hossain et al., 2014) to study zig-zag crack propagations in325

single- and bi-crystal notched plates.

5.1. Crack kinking

Following the work of Amestoy and Leblond (1992) for elastic isotropic materials, Leguillon (1993)

developed criteria for predicting crack branching in non-isotropic materials. Recently Bleyer and Alessi
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Figure 11: Superimposed crack paths and tensile curves predicted by the AFE model under mode I
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(2018) showed that their multi-mechanism gradient damage model accounting for anisotropic stiffness

degradation satisfies the crack kinking criterion derived by Leguillon (1993). The same numerical test

is reproduced here. This test consists in applying a mode I loading to a sharp crack embedded in an

elastically anisotropic material. Leguillon (1993) derived the stress intensity factors (SIF) K∗I and K∗II
of a kinked crack of infinitesimal length

K∗I = F11(ϕ, β)KI and K∗II = F21(ϕ, β)KI (27)

where KI is the mode I SIF before the kink, while ϕ represents the kink angle and β the elastic

orthotropy direction. The functions Fij depend on ϕ, β and also on the relative elasticity moduli of

the orthotropic medium. The energy release rate can then be expressed as follows

G = A11(ϕ, β)K2
I (28)

where A11 is obtained from the Fij functions. For a material with an anisotropic fracture energy

Gc(ϕ), an extended Griffith criterion states that a crack propagates in a direction ϕ provided that the

condition G = Gc(ϕ) is met. It implies the following minimum principle for the kink angle ϕ

∀φ ∈ [−π, π],
Gc(ϕ)

A11(ϕ, β)
≤ Gc(φ)

A11(φ, β)
(29)

We chose a material with β = π/2, such that the vertical direction is stiffer than the horizontal

direction. Two orthogonal cleavage planes nnn1 = [0 1] and nnn2 = [1 0] are considered. The criterion

Eq. (29) states that under mode I loading, the crack will kink at ±π/2 if the following inequality is

met

Gc(π/2)

A11(π/2, π/2)
≤ Gc(0)

A11(0, π/2)
(30)

With the material parameters considered in Leguillon (1993); Bleyer and Alessi (2018), i.e. E1 = 142.1

GPa, E2 = 12.4 GPa, G = 2.425 GPa and ν12 = 0.531, the ratio A11(π/2, π/2)/A11(0, π/2) ' 0.09.

Therefore, the kinking criterion Eq. (30) will be met if the ratio χ = Gc(π/2)/Gc(0) satisfies

χ =
Gc(π/2)

Gc(0)
=
G2

c

G1
c

≤ A11(π/2, π/2)

A11(0, π/2)
= χc ' 0.09 (31)

The notched plate geometry and boundary conditions of the previous section are used in order

compare the numerical prediction of both models to this analytical criterion. Figure 14 shows the

damage fields predicted by the AFE model, with α = 100 and ` = 0.01 mm, for several values of330

χ. A transition of fracture mode occurs for χ ∈ [1, 1.5]. For the largest value (χ = 1.5) a straight

horizontal crack on cleavage plane nnn1 is obtained. As χ is decreased a secondary crack is formed on

the cleavage plane nnn2. For χ = 1 the crack on cleavage plane nnn2 becomes dominant. However, one

obtains a diffuse horizontal damage zone, which is far from the picture of a kinked crack in the sense

of Leguillon (1993). Moreover, the transition between both fracture modes occurs at values of χ much335

larger than χc = 0.09. This model therefore fails to satisfy the analytical criterion of Leguillon (1993)

when α = 100.

Figure 15 shows the damage fields predicted by the ASD-(1,0.5,0) model for several values of χ

and `. For a characteristic length ` = 0.01 mm, the transition between the straight horizontal crack

and the kinked crack occurs at a value of χ ∈ [0.08, 0.15] with this model (see Figures 15a, 15b and340

15c). At a value of χ = 0.1, i.e slightly above χc, the kinked crack becomes vanishingly small as

` is decreased (see Figures 15b, 15d and 15e). This suggests that the formation of a kinked crack
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Figure 14: Damage fields obtained with the AFE-100 model as a function of χ.
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Figure 15: Damage fields obtained with the ASD-(1,0.5,0) model as a function of χ and `.

takes place for a value of χ very close to the theoretical value of χc. This result is consistent with

the similar conclusions obtained by Bleyer and Alessi (2018) with a closely related model accounting

for anisotropic stiffness degradation. In Figure 15e, several secondary crack kinks are observed. The345

occurrence of such kinks appears to be periodic. In fact, additional simulations, for smaller material

length ` ∈ [0.001, 0.005], have shown that the distance between to crack kinks is proportional to `.

5.2. Zig-zag crack paths in single crystals

Li et al. (2015); Nguyen et al. (2017a); Li and Maurini (2019); Ma and Sun (2020); Petrini et al.

(2021) investigated zig-zag crack propagation (Wu et al., 1995; Takei et al., 2013) via phase-field350

damage models. Nguyen et al. (2017a); Ma and Sun (2020); Petrini et al. (2021) used a second-order

multiphase-field model with an anisotropic fracture energy similar to the model presented in Section

2.2, while Li et al. (2015); Li and Maurini (2019); Ma and Sun (2020) employed a fourth-order phase-

field damage model. These studies have shown that models accounting for an anisotropic fracture

energy are able to reproduce the phenomenological behaviour of zig-zag cracking. It is therefore355
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interesting to study if a model accounting for an anisotropic stiffness degradation and with an isotropic

fracture energy could also reproduce the same kind of fracture behaviour.

In order to impose a stable crack propagation inside a notched plate, surfing boundary conditions

(Hossain et al., 2014) are applied on the boundary

uuu =

√
(1 + ν)Gc

2E
(3− 4ν − cosφ)

√
r

2π

(
cos

(
φ

2

)
eeex + sin

(
φ

2

)
eeey

)
(32)

where r(x − v0t, y) and φ(x − v0t, y) are polar coordinates (functions of the Cartesian coordinates x

and y) at the crack tip, and t is a loading parameter. v0 corresponds to the imposed macroscopic crack

velocity, the crack tip being located at x = v0t at time t. This boundary condition macroscopically360

drives propagation along the x-direction with constant velocity v0, while the crack is let to freely

evolve at the local scale (see also Brach et al. (2019); Brach (2020)). The cleavage plane of normal

nnn1 is oriented at −45° with respect to the horizontal axis, while the plane of normal nnn2 is oriented at

+45°. The outer border of the simulation domain is non-damageable.

The vector jjj is introduced as follows

jjj =

∮

C

(
ψe111−∇uuuT · σσσ

)
·nnnd` (33)

where C is a contour surrounding the crack tip, nnn is the outward normal vector to the contour, and ψe365

is the elastic energy density. The J-integral (Cherepanov, 1967; Rice, 1968) is equal to the projection

of jjj onto the direction ttt tangential to the crack tip, that is J = jjj · ttt. At the macroscopic scale of

observation, we define the far-field J-integral as the projection of jjj onto the prescribed macroscopic

path eeex, that is Jx = jjj ·eeex. This quantity identifies the macroscopic driving force necessary to sustain

crack propagation throughout the material.370

In the following, results computed via Eq. (33) are normalized with respect to the numerical fracture

toughness Gnum
c = Gc(1+3h/8`) (Bourdin et al., 2008), where h represents the mesh size. A measure

of the crack length is obtained by computing the normalized fracture energy Efrac/G
num
c (per unit

thickness). In the upcoming figures, solid curves denote the evolution of the far-field J-integral as a

function of the applied loading, while shaded ones refer to the evolution of the fracture energy.375

Figure 16 shows the crack patterns, the far-field J-integral Jx and fracture energy obtained with

the AFE model, for different values of α. For α = 1, the crack deflects slightly from the horizontal di-

rection and follows the macroscopically-imposed propagation direction. The corresponding J-integral

increases with v0t until reaching a constant value, slightly larger than Gnum
c . The fracture energy in-

creases linearly demonstrating the stable propagation of the crack. For α = 10, the crack propagates380

in a slanted direction until it reaches the domain boundary. The crack then gets pinned on the edge,

causing the J-integral to increase and to reach more than twice the value of Gnum
c . At some point,

the surfing boundary condition manages to release the crack which then propagates horizontally along

the boundary of the domain. The J-integral reaches a plateau value, which is significantly larger

than Gnum
c . In this case, the deflection that the crack would naturally take due to the anisotropy385

is incompatible with the macroscopically-imposed direction for crack propagation. This competition

finally results in the crack propagating in the horizontal direction, but at a significantly higher en-

ergetic cost than Gnum
c . Strong anisotropy with α = 100 leads to a zig-zag crack pattern similar to

the one obtained by Li et al. (2015); Nguyen et al. (2017a). The crack follows alternatively ±45°-
oriented cleavage planes. It displays 90° kinks as it interacts with the outer border of the domain.390

Other simulations performed on wider domains (height equal to 2H and 4H) have shown that this

model still predicts crack kinking at the domain boundary. The first peak of the far-field J-integral

Jx corresponds to the nucleation of the first crack branch towards the bottom of the domain. Then,
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Figure 16: Zig-zag crack obtained with the AFE model as a function of α for θ = 45°.

the far-field energy-release rate increases significantly as the crack remains pinned at the boundary.

Once a new unstable crack branch is nucleated, the far-field J-integral instantaneously drops. In fact,395

every peak of Jx observed for α = 100 is due to crack arrests before kinking. value of the Jx after

the peak is slightly larger than Gnum
c . The fracture energy correspondingly displays a discontinuous

evolution.

The zig-zag crack pattern and its relation to the evolution of the far-field J-integral in a strongly

anisotropic medium can be understood as follows (see also Brach et al. (2019)). Consider a material400

with strongly anisotropic fracture toughness, and containing a crack oriented at +45° as shown in

Figure 17. The red dashed line ttt1 describes the direction of crack propagation associated to the

fracture mechanism d1. The blue dashed line identifies the propagation direction ttt2, related to d2.

The toughness is equal to Gc along the blue and the red paths. This is shown by the blue and red

solid lines on the left of Figure 17a. At the point marked 0, the crack is oriented along ttt2, therefore,405

under sustained loading, crack propagation proceeds if the condition jjj · t2t2t2 = Gc is fulfilled. As the

crack advances, the component of jjj along the propagation direction ttt2 has to remain equal to Gc.

Hence, the vector jjj rotates away from the horizontal direction, from point marked 0 to point marked

1 as shown in Figure 17a. The component of jjj along eeex increases correspondingly. As a result, the

far-field J-integral Jx = jjj · eeex increases as the crack deviates from the prescribed macroscopic path,410

as shown for instance in Figure 16 for α = 100.

As the loading proceeds, the J-integral J = jjj ·ttt2 reaches the critical value J∗ necessary to activate

the fracture mechanism d1. Involving the nucleation of a new crack, J∗ is strictly larger than the

toughness Gc. This is shown as a light-red solid line in Figure 17b. Crack kinking occurs at the point

marked 2, where J = J∗. The nucleation of the new crack is accompanied by a drop of the far-field415

J-integral and an instantaneous increase in fracture energy as those shown in Figure 16.

The subsequent stages of propagation are similar to those described above. The crack propagates

in the ttt1 direction, for J = Gc. The vector jjj rotates away from the horizontal direction, in the

opposite sense to that observed in Figure 17b. As the loading increases and the crack continues to

propagate, the vector jjj increases in magnitude following the red solid line. The far-field J-integral Jx420

correspondingly increases, as shown in Figure 16. Once reached the critical value J = J∗ at the point
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(a) (b)

(c) (d)

Figure 17: Zig-zag crack paths analysis in a strongly anisotropic medium with two cleavage mecha-
nisms.

t = 1 t = 2 t = 3

t = 4 t = 4 (d1 only) t = 4 (d2 only)

45°

45°

45°

45°

45°

45°

Figure 18: Zig-zag crack history obtained with the ASD-(1,1,4) model at θ = 45°.

marked 3, a new crack is nucleated in the direction ttt2. The far-field J-integral subsequently drops in

Figure 16, accompanied by an instantaneous increase in fracture energy.

As a result, materials with strongly anisotropic toughness display zig-zag crack patterns as those

shown in Figure 16. Similar observations, summarized in Figure B.26 of the Appendix, allow to425

explain crack kinking in weakly anisotropic materials.

Figure 18 shows the history of the crack at several loading steps for the ASD model. Similarly to

the case of the AFE model, zig-zag crack patterns are observed. In the first stages of crack propagation,

both damage mechanisms are simultaneously active in small regions in the vicinity of kinks. As the

crack moves forward, the two damage fields superimpose. On each crack branch, the firstly activated430

mechanism reaches the maximum value of 1. Meanwhile, the secondly activated damage mechanism

always takes relatively limited values (d ∼ 0.1− 0.2). This secondary damage activation comes from

the non-vanishing residual stiffness remaining within the first crack. In order to eventually reach a

fully damaged state (stiffness close to 0), the second damage mechanism is activated with some delay.

435

A major difference between AFE and ASD models lies in the frequency of crack kinking. While

kinking occurred only close to the outer boundary with the AFE model, kinking occurs within the

bulk of the domain with the ASD model. Figure 19 shows the crack patterns, far-field J-integral and
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Figure 19: Zig-zag crack obtained with the ASD-(1,1,γ) model as a function of γ for θ = 45°.

fracture energy predicted with the ASD model for several values of parameter γ. For γ = 2, the far-

field J-integral Jx deviates from Gnum
c , because the propagation direction progressively bends towards440

the horizontal direction. The crack is oriented at 33° with respect to eeex just after the second kink.

Before the third kink it is oriented at 22°. This is due to the fact that γ = 2 corresponds to the

weakest anisotropic behaviour (see Figure 15). For γ = 3 and 4, the far-field J-integral displays lower

amplitudes of variation, because crack branches experience less deflection than for γ = 2. However,

Jx slowly decreases after crack nucleation. This is due to the finite size of the computation domain.445

For longer domains, Jx stabilizes to a constant value, equal to the local toughness in the propagation

direction. For the three values of γ, the fracture energy increases almost linearly with v0t showing the

stable crack propagation.

The zig-zag half period λ/2 which separates two kinks is strongly correlated to the value of γ.

Increasing γ leads to more frequent kinks. In addition, the period between two kinks depends not450

only on γ, but also on the length scale `. Additional simulations have shown that the half-period

between kinks λ/2 is always much larger than the material length `. The ratio between λ and `

decreases exponentially from two orders of magnitude to one order of magnitude as the ratio `coh/`

varies between 3 and 6.

5.3. Zig-zag crack paths in bi-crystals455

The failure of a bi-crystal consisting of two consecutive grains of identical size is investigated. As

shown in Figure 20, the notch is located in the first grain of orientation θ1 = 0°. The second grain

has an orientation θ2 = 45°. The imposed surfing boundary conditions lead to an horizontal crack

propagation in the first grain for both models. However, as the crack front approaches the interface

between the two grains it starts to interact with the second grain. The AFE model predicts a straight460

horizontal crack up to the grain boundary. In contrast, the ASD model predicts a slightly slanted crack

path ahead of the interface. During the crack propagation in the crystal oriented at θ1 = 0°, both

models display a similar evolution of the far-field J-integral. Its value is almost constant and close to

Gnum
c as expected for a mode I crack propagation. The fracture energy is larger for the AFE model

than for the ASD model, because the former predicts a wider cracked region than the latter. However,465
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Figure 20: Crack path inside a bi-crystal obtained with the AFE-100 and ASD-(1,1,4) models for θ1 = 0°
and θ2 = 45°.

both models predict similar slopes of the fracture energy evolution. The crack tip velocity is therefore

comparable between the two models during stable crack propagation in the 0°-oriented grain. As the

crack crosses the grain boundary, AFE and ASD predictions differ significantly. Crack patterns, far-field

J-integral and fracture energy observed in the grain oriented at θ2 = 45° are similar to those observed

for single crystals in Section 5.2. With the AFE model, the large value of α used in this example leads470

to crack branches oriented at ±45°. However, results obtained with this model strongly depend on

the penalization parameter. The J-integral peaks and fracture energy jumps are due to crack pinning

at the boundary. The ASD model, on the contrary, predicts crack kinking before the crack reaches the

boundary. The J-integral reaches a constant value and predicted results do not depend on the size of

the computation domain.475

6. A model combining fracture energy and stiffness degradation anisotropies

In previous Sections, we discussed the formulation and numerical predictions of models accounting

either for anisotropic fracture energy (AFE) or anisotropic stiffness degradation (ASD). The AFE model

effectively enforces the direction of the fracture process, as cracks propagate along the prescribed

cleavage direction. The crack nucleation stress was shown to strongly depend on the penalization480

parameter α. No convergence of the crack nucleation stress was reached even for very large values of

α (see Figure 10). Moreover, the AFE model with large value of α predicted extended damage zones

instead of expected crack kinks in elastic orthotropic materials. The ASD model, on the contrary, does

not strictly impose the direction of crack propagation. However, it accurately predicts crack kinking

and shows a very good agreement with the criterion of Leguillon (1993). Here, we combine the two485

models and analyze the performance of the coupled formulation, denoted as AFS-(α, q, p, γ).

Figure 21 shows the superimposition of crack paths in a notched plate in tension with the AFS

model for several values of α. As expected, the resulting model displays a greater degree of anisotropy

than when only one source of anisotropy or the other is individually accounted for. Nevertheless, the

dependence of the crack nucleation stress to α remains a main drawback of this combined model.490

As regards the crack kinking problem, the AFS model tends to be in better agreement with Leguil-

lon’s crack kinking criterion than the AFE model. With α = 100, q = 1, p = 0.5 and γ = 0, Figure

22 shows that crack kinks similar to those obtained with the ASD model in Figure 14 are observed

for χ < 0.25. However, this value is more than twice the value predicted by Leguillon’s criterion

(χc ' 0.09 for the material parameters considered in Section 5.1). Note that the AFE model is found495

unable to predict expected crack kinks, but predicts wide diffuse damage zones instead. Furthermore,

24



0

0.1

0.2

0.3

0.4

0.5

0 0.1 0.2 0.3 0.4 0.5
0

0.1

0.2

0.3

0.4

0.5

0 0.1 0.2 0.3 0.4 0.5
0

0.1

0.2

0.3

0.4

0.5

0 0.1 0.2 0.3 0.4 0.5
0

0.1

0.2

0.3

0.4

0.5

0 0.1 0.2 0.3 0.4 0.5
0

0.1

0.2

0.3

0.4

0.5

0 0.1 0.2 0.3 0.4 0.5

σ
2
2
/σ

0

U

σ
2
2
/σ

0

U

σ
2
2
/σ

0

U

σ
2
2
/σ

0

U

σ
2
2
/σ

0

U

AFS-(0, 1, 1, 0)
AFS-(1, 1, 1, 0)
AFS-(10, 1, 1, 0)
AFS-(100, 1, 1, 0)

45°

Figure 21: Superimposed crack paths and tensile curves predicted by the AFS model under mode I
loading with θ = 45°, q = 1, p = 1.0, γ = 0 and α = 0, 1 and 10.
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(c) χ = 0.20, ` = 0.001 mm

Figure 22: Damage fields obtained with the AFS-(100,1,0.5,0) model as a function of χ.

it can be noted from Figure 21 that, for α = 10 and α = 100, the AFS model anisotropies are similar

since predicted crack propagation directions are close to 45° for both these values of α. However,

additional simulations with α = 10 have shown that crack kinks are predicted for χ < 0.135 which is

even closer to the theoretical value. Nevertheless, the influence of α on crack kinking remains a main500

drawback of the penalization method.

The predictions of the AFS model for the notched single crystal and bi-crystal plates under surfing

boundary conditions are presented in Figure 23. Far-field J-integral and fracture energy results

obtained with the ASD model on the same microstructures (see Figures 19 and 20) are denoted with

dashed lines. The fracture patterns obtained with the AFS model are essentially similar to the patterns505

obtained with the AFE model (see Figures 16 and 20). The crack propagates in a zig-zag fashion, where

each branch is oriented at ±45°. Nevertheless, a major difference lies in the crack propagation stability

and kinking occurrences. While the AFE model predicted crack pinning at the boundary and unstable

crack jumps upon crack release, the AFS model predicts a linear increase of the fracture energy which

denotes stable crack propagation similarly to the ASD model (see Figure 19). Furthermore, adding an510

anisotropic stiffness degradation to the anisotropic fracture energy model promotes the formation of

kinks. It results that crack kinking occurs in the bulk of the material instead of occurring at the outer

boundary of the simulation domain.

The first peak in the far-field J-integral Jx corresponds to the nucleation of the crack. The following

peaks are associated to kinking events. In the bi-crystal microstructure, the crack propagates first515
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Figure 23: Crack path inside a single and bi-crystal obtained with the AFS-(10,1,1,4) model for θ1 = 0°
and θ2 = 45°.

horizontally in the 0°-oriented crystal. As a result, Jx remains almost constant and close to Gnum
c .

When it reaches the 45°-oriented grain, the far-field J-integral follows a similar evolution as for the

45°-oriented single crystal. Since the crack kinks before getting pinned at the domain boundary, the

amplitude of Jx variations is much lower with the AFS model than with the AFE model (see Figures

16 and 20). For identical parameters in the degradation functions (p = 1, q = 1 and γ = 4), but with520

α = 0, the ASD model predicted an almost constant value of the Jx close to 1.8Gnum
c (see Figure 19).

Although the crack patterns obtained with ASD and AFS models are very different, their predicted J-

integrals and fracture energies evolution are very close. To some extent, the ASD model can therefore

benefit from the α-penalization in order to strictly enforce cleavage on predefined planes without

altering much the far-field energy release rate and dissipated fracture energy. Furthermore, the AFS525

model does not suffer from simultaneous activation of both damage mechanisms over large areas as it

is the case for the ASD model (see Figure 18).

7. Conclusion and perspectives

In this paper, we compare two different approaches to model anisotropy of brittle fracture, by

using a variational phase-field formulation. A first model (AFE) introduces anisotropy in the non-530

local fracture energy (Clayton and Knap, 2015; Nguyen et al., 2017b). In the second formulation

(ASD), anisotropy is introduced in the elastic energy via an anisotropic stiffness degradation (Bleyer

and Alessi, 2018). The numerical implementation involves a newly developed hybrid method to solve

the displacement problem in a direct-iterative fashion within an alternate minimization scheme. In

Section 4.1, we showed that both models are able to describe a strong anisotropy in the sense of non-535

convexity of the fracture energy with respect to the material orientation (Takei et al., 2013; Li and

Maurini, 2019). However, the anisotropic behaviour predicted by these models is strongly sensitive

to the choice of material parameters. In Section 5.1, we show that for a large anisotropy penalization

coefficient, the AFE model accounting for an anisotropic fracture energy cannot retrieve theoretical

predictions on crack kinking in elastically anisotropic materials (Leguillon, 1993). On the contrary,540

the ASD model accounting for anisotropic stiffness degradation satisfies the theoretical criterion. In

Section 5.2, we assessed the performance of both models in reproducing complex crack patterns. Both

models are shown to be able to capture the phenomenology of zig-zag propagation. Yet, the model

with anisotropic fracture energy predicts crack kinking at the outer boundary of the computation

domain, while the frequency of kinking is adjustable in the case of the model with anisotropic stiffness545
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degradation. The frequency of crack kinks increases with the degree of anisotropy. Finally, the AFS

model combining both types of anisotropies was introduced. It predicts similar crack patterns as the

AFE model. However, since anisotropic stiffness degradation promotes kinking, cracks predicted with

the AFS model change direction before getting pinned at the domain boundary. As a result, far-field

energy-release rate and fracture energy predicted with the AFS model are close to the ASD model550

predictions.

The two models implemented in this work open the way for future studies, as anisotropic fracture is

ubiquitous in engineering applications. Examples include brittle metallic alloys, fiber-reinforced poly-

mers and architected materials. Anisotropic fracture models can help understanding the relationship

between microstructure and fracture processes. In the end, such models can contribute to the design555

of materials which leverage the effect of microstructural features, such as texture or architecture, in

order to tailor the fracture behaviour and respond to engineering needs.

Appendix A. Hybrid direct-iterative resolution of the displacement sub-problem

A hybrid direct-iterative resolution method is proposed for the resolution of the linear variational

displacement sub-problem. A preconditioned iterative conjugate gradient (PCG) descent method is560

used as the main linear solver. However, the quality of an initial preconditioner rapidly deteriorates

with the evolution of material non-linearities (e.g as the damage variables evolve). As a result,

the number of iterations in the conjugate gradient (CG) descent can become prohibitively large or

the method can even diverge in some cases. To prevent such poor convergence performances, the

preconditioner needs to be frequently updated.565

Conversely, relying on a direct solver using LU or Cholesky factorization is much more robust

but more time and memory consuming for large-scale linear systems. However, it is often the most

practical solution for strongly non-linear mechanical problems which do not benefit from efficient

preconditioners.

For a given linear system, the best preconditioner available is obviously the matrix inverse itself.570

The hybrid direct-iterative strategy that we consider here uses a direct solve at a given time step

to obtain a good preconditioner for the subsequent time step. Indeed, we assume that between two

time steps, although the linear operator has changed, the inverse at the previous time step remains

a good estimate for the current time step. Doing so, we can reuse a single preconditioner computed

from the matrix factorization obtained from a previous direct solve for a few subsequent time steps575

solved using the PCG method. In practice, the quality of this preconditioner will deteriorate after

a few time steps, which can be observed through the increase of the number of CG iterations. At

some point, a new direct resolution is necessary in order to restore the preconditioner accuracy. The

only parameter of the proposed technique is the frequency at which a preconditioner update must

be performed. Instead of doing a periodical update, we propose to perform a new direct resolution580

and preconditioner update each time the number of CG iterations exceeds a critical number noted

M in Algorithm 1. If this integer is taken equal to 0, then only direct resolutions are performed. If

this integer is strictly positive, preconditioner updates will only be performed when the number of

gradient descent iterations is greater than this threshold (i.e. when then quality of the preconditioner

deteriorates). The hybrid strategy described above is summarized in Algorithm 1.585

The optimal value of the iteration threshold M giving the best computational performances is not

universal and depends mostly on the size of the linear system. In order to get a better understanding

on the role of this parameter, a numerical test is performed on a notched trapezium structure loaded

in mode I crack opening as shown in Figure A.24. The trapezium shape is chosen in order to ensure

a stable crack growth (Lorentz and Godard, 2011). Two cleavage planes with normals nnn1 = [1 0]590

and nnn2 = [0 1] are considered. The model ASD-(1,0.5,4) is used in this numerical example. The
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Algorithm 1 Staggered numerical scheme involving a hybrid direct-iterative resolution of the dis-
placement sub-problem and adaptive time-stepping

1: t0 = 0 and n = 1
2: tn = t0
3: while tn < T do
4: dt = max(dt× desired d increment/previous max d increment,min dt)
5: dt = min(dt,max dt) . adaptative time stepping with min dt ≤ dt ≤ max dt
6: tn = min(tn + dt, T )
7: k = 0 and u iterative counter = 0
8: while (Ek+1

n − Ekn)/Ekn ≥ εtol do
9: % Solve for uuuk+1

n at (di)
k
n fixed

10: if u iterative counter < M then
11: Compute uuuk+1

n with an iterative resolution (PCG method with preconditioner [P ])
12: u iterative counter = number of CG descent iterations
13: else
14: Compute uuuk+1

n with a direct resolution
15: u iterative counter = 0
16: preconditioner update [P ] = [A−1]
17: end if
18: Compute Ekn
19: % Solve for (di)

k
n at uuukn fixed

20: Apply PETSc TAO solver with the constraints ∀i, (di)n−1 ≤ (di)
k
n ≤ 1

21: Compute Ek+1
n

22: k = k + 1
23: end while
24: uuun = uuukn and (di)n = (di)

k
n

25: Compute previous max d increment
26: n = n+ 1
27: end while

geometry is meshed with 2× 106 2D-triangular bilinear finite elements with 4 degrees of freedom per

node u1, u2, d1 and d2. The total number of degrees of freedom is 4 × 106. Crack propagation is

driven in the horizontal direction by imposing anti-symmetric displacement boundary conditions on

the left edges of the trapezium above and below the notch. Computations are performed on a parallel595

computer using 48 CPUs.

The numerical test is performed with four different values of the threshold M , namely 0, 5, 10 and

50. The value of 0 corresponds to the situation when only direct resolutions are performed. This case

is therefore referred to as ”Direct” in Figures A.24 and A.25. A normalized load is computed as the

resultant force on the top edge divided by the length of the edge h and divided by σ0 computed with600

the same definition as in Eq. (20). Figure A.24 shows the evolution of the normalized load as a function

of the displacement. The two algorithms predict the exact same solution regardless of the value of M .

However, Figure A.25a shows that the hybrid iterative-direct method outperforms the direct method

considerably in terms of normalized computation wall time. The speedup reaches up to a factor 2.5

between the hybrid method with M = 5 and the direct method. In Figure A.25, symbols indicate605

the occurrence of a preconditioner update, i.e. when conjugate gradient descent iterations exceeded

the value of M . The number of such updates is larger when M is small. One could hence expect the

computation time to decrease when increasing M , because a fewer computationally expensive matrix

inversions are needed. Yet, the computation time is the lowest for the smallest value of M . This can

be explained from the much lower cumulative number of conjugate gradient descent iterations required610

when M = 5 compared with M = 10 or 50. As shown in Figure A.25b performing preconditioner

updates very often allows to keep the number of iterations of the iterative method rather small.

For M = 5, the total number of load increments is 1370 and the cumulative number of fixed-point
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Figure A.24: (a) Geometry of the trapezium structure loaded in mode I and resulting stable crack
path. The dimensions of the trapezium are L = 5 mm, H = 12 mm and the notch length is c = 1 mm.
(b) Evolution of normalized resultant load vs displacement imposed to the trapezium ends obtained
with direct and hybrid resolution strategies. The regularization length scale is equal to ` = 0.02
mm and the cleavage energy is Gc = 10−3 J/m2 for both damage mechanisms. Isotropic elasticity is
considered with E = 200 GPa and ν = 0.3.

iterations is equal to 7052. This means that, in average, about only 5 iterations are required by the

conjugate gradient descent method in order to converge. All considering, for a fairly large problem,615

a value of M = 5 gives the best numerical performances. For problems of smaller size, a value of M

∈]0, 5] would give the best numerical efficiency, because matrix inversion operations would be even

less computationally demanding.

Appendix B. Zig-zag crack propagation in a weakly anisotropic medium

In Section 5.2 we analyzed the formation of a zig-zag crack path in a strongly anisotropic medium620

and its relation to the vector jjj evolution. A similar analysis can be conducted for a weakly anisotropic

medium as reported here.

Consider a material with weakly anisotropic fracture toughness. In this case, the anisotropic

fracture toughness for each damage mechanism can for example be represented by an ellipse as shown
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Figure A.25: (a) Normalized wall-time for direct vs hybrid resolutions. (b) Cumulative number of
iterations. For hybrid resolutions, dots indicate when a direct resolution was performed.
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in Figure B.26a. We consider a crack propagating along a slanted direction on the damage mechanism625

d2. As the crack advances, the vector jjj rotates along the fracture toughness ellipse associated to d2.

The component of jjj along eeex increases correspondingly. The crack propagation direction is given by

the normal to the tangent where jjj intersects this ellipse. As a consequence, the crack progressively

bends towards the macroscopic propagation direction.

As the loading continues, the J-integral reaches the value J∗ necessary to activate the fracture630

mechanism d1. Involving the nucleation of a new crack, J∗ is strictly larger than the toughness Gc.

This is shown as a light-red solid line in Figure B.26b at the point marked 2−. The nucleation of

the new crack is accompanied by a drop of the far-field J-integral and an instantaneous increase in

fracture energy. This can for instance be observed in Figure 19 in the case γ = 2.

Propagation proceeds with the same phenomenology. As the vector jjj now follows the ellipse635

associated to damage mechanism d1, the propagation direction (perpendicular to the tangent to the

ellipse) bends back toward the horizontal direction. The far-field energy release rate Jx = jjj · eeex
increases accordingly, as shown in Figure 19. Once reached the critical value J = J∗ at the point

marked 3, a new crack is nucleated on the damage mechanism d2. The far-field J-integral subsequently

drops in Figure 19, accompanied by an instantaneous increase in fracture energy.640

(a) (b)

(c) (d)

Figure B.26: Zig-zag crack paths analysis in a weakly anisotropic medium with two cleavage mecha-
nisms.
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