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aUniversité Paris-Est, Laboratoire Navier, ENPC, IFSTTAR, CNRS UMR 8205, F-77455 Marne-la-Vallée
bUniversity of Zagreb, Faculty of Civil Engineering, Department of Materials, Fra Andrije Ka�cića-Mio�sića 26, 10 000 Zagreb, Croatia
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Abstract

X-ray computed tomography (CT) is a non-destructive technique that o� ers a 3D insight into the microstructure of thick (opaque)
samples with virtually no preliminary sample preparation. Since its �rst medical application in 1973, the technique has improved
dramatically in terms of acquisition times and resolution. The best resolution achievable for both parallel- and cone-beam setups
is presently sub-micron. The macroscopic properties (sti� ness, resistance, permeability, durability, . . . ) of cementitious materials
are known to be signi�cantly a� ected by their multiscale microstructure. This calls for x-ray CT investigations of cementitious
materials down to the smallest length-scales. The present review �rst provides background information on the technique (including
image-processing). It then covers various applications of x-ray CT to cementitious materials: imaging of the porous network,
durability experiments, damage experiments, . . . , cutting-edge nanotomography experiments. Current challenges such as time- and
chemically- resolved experiments are also discussed.

Keywords: X-ray, computed tomography, micro tomography, microstructure, reconstruction, artefacts, hydration, durability,
cracking
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1. Introduction

Cementitious materials are characterized by a complex, no-
toriously multiscale microstructure, the details of which play
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Figure 1: First x-ray image taken on 22 December 1895 by Wilhelm Röntgen
and presented to Ludwig Zehnder of the Physik Institut, University of Freiburg,
on 1 January 1896. The image represents the hand of Röntgen's wife and dis-
plays her wedding ring (courtesy of the U.S. National Library of Medicine,
Dream Anatomy Gallery).

a signi�cant role on the macroscopic properties, such as sti� -
ness, strength, long-term deformation and durability. As a con-
sequence, a large number of studies is dedicated to the sole
characterization of the microstructure.

Traditional techniques of microstructure and chemical/mine-
ralogical investigation include scanning and transmission elec-
tron microscopy (SEM and TEM) [1, 2], optical microscopy [3],
mercury intrusion porosimetry (MIP) [4, 5], water absorption [6],
gas adsorption/desorption [7, 8], thermogravimetric analysis [9]
and x-ray di� raction [10] among others. However, the sample
preparation required by theseex-situtechniques, such as cut-
ting, grinding, polishing or high vacuum testing, often a� ects
the microstructure irreversibly. Electron probe microanalysis
(EPMA) [11, 12], nuclear magnetic resonance (NMR) [13–16],
small-angle x-ray or neutron scattering (SAXS/SANS) [17–19]
or ultrasonic measurements [20] are less invasive, alternative or
complementaryin-situ techniques. However, none of the above
techniques provide three-dimensional visualization of the mi-
crostructure and information about the spatial distribution of its
constituents (e.g. connectivity and tortuosity for pores).

X-ray computed tomography operatesin-situ on samples
with preparation kept to a minimum, and delivers three-dimensional
images. Owing to the ability of x-rays to pass through thick,
opaque objects, x-ray computed tomography is particularly well
suited to the investigation of cementitious materials. This tech-
nique o� ers an unprecedented window on e.g. the porous net-
work (including connectivity) down to a few tens of microns;
the distribution of metallic �bers (for �ber reinforced concrete);
the development of cracks, or the alteration of the cementitious
matrix owing to various chemical degradation processes. Care-
ful experiments might even deliver an insight into the spatial
distribution of the hydration products, while recent develop-
ments aim at time-resolved experiments, such as monitoring
hydration and in-situ crack propagation.

Röntgen discovered x-rays in 1895, and almost immediately
applied his discovery to imaging. Quite famously, the �rst x-
ray image is a radiograph of his wife's hand, who is believed to
have said that she had seen her death on this occasion. In 1901,
Röntgen recieved the Nobel Prize for his achievements.

It was soon realized that x-rays carried an immense poten-
tial for medical imaging. At the advent of World War I, the
technique was already mature enough for Marie Curie to de-
velop mobile x-ray vehicles that were sent to the battle �elds.
More than one century later, x-ray imaging has improved dra-
matically. Comparing �rst-generation (circa 1896) and modern
x-ray systems, Kemerink et al. [21] concluded that the skin dose
was reduced by a factor of about 1500, the corresponding ex-

Figure 2: X-ray image of a cylindrical sample (diam.: 20 mm) of mortar (CEM
I cement, 0.53 water-to-cement weight ratio, 3.0 sand-to-cement weight ratio).
Owing to the projection artefacts, the image is barely legible, while the 3D
reconstruction of the same sample, which results from the combination of a
large number of such projections reveals �ne details of the microstructure (see
Figure 10).

Not reproduced

Figure 3: Lead numbers mounted in 1 cm distances on balsawood (left). The
non-computed tomography delivers an image where all numbers are blurry, ex-
cept for 7, that lies in the focal plane. (Reproduced from Reference [24], with
permission.)

posure time going from 90 min down to 20 ms (� 1=270 000).
Despite its undisputable achivements in the medical �eld,

x-ray imaging su� ers from the fact that it provides aprojec-
tion of the object of interest. In other words, information about
depth is lost in the process. While this is not too problematic
for not-too-thick and not-too-opaque samples (such as the hu-
man body), projection artefacts become prohibitive for cemen-
titious materials (see Figure 2). To overcome this limitation, it
was proposed to combine several projections. The human brain
constructs a mental 3D image from the two views of the same
scene captured by each eye (at slightly di� erent angles). Sim-
ilarly, a 3D image of a sample can be reconstructed from its
projections at several angles; thus, tomography was born. The
term itself comes from ancient Greektomos(section, slice).

Tomography comes in two �avors [22].Non-computed (or
conventional) tomographyon the one hand (also known as lamino-
graphy, planigraphy, stratigraphy) dates back to the early 1920s
and was initiated by Bocage among others [23]. In this ap-
proach, both the source and the �lm are moved simultaneously
in opposite directions. The resulting image is a composite pro-
jection where the features that lie out of the focal plane are
blurred (see Figure 3).

In his 1917 seminal paper, Radon on the other hand laid
out the principles ofcomputed tomography[25]. He provided a
mathematical analysis of the associated transform that is called
after him. Inversion of the Radon transform (which delivers the
3D reconstruction of the sample from its projections) requires a
computer, and it was not until 1956 that Bracewell [26] imple-
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Figure 4: Number of publications related to x-ray tomography of ce-
mentitious materials (source: Scopus, using the following query:
TITLE-ABS-KEY ((cement OR concrete) AND tomography
AND x-ray) AND (EXCLUDE (SUBJAREA, "MEDI") OR EXCLUDE
(SUBJAREA, "BIOC") OR EXCLUDE (SUBJAREA, "PHYS") OR EXCLUDE
(SUBJAREA, "DENT") OR EXCLUDE (SUBJAREA, "NEUR") OR EXCLUDE
(SUBJAREA, "HEAL") OR EXCLUDE (SUBJAREA, "AGRI") OR EXCLUDE
(SUBJAREA, "SOCI") OR EXCLUDE (SUBJAREA, "PHAR") OR EXCLUDE
(SUBJAREA, "IMMU") OR EXCLUDE (SUBJAREA, "PSYC") OR EXCLUDE
(SUBJAREA, "VETE") OR EXCLUDE (SUBJAREA, "BUSI") OR EXCLUDE
(SUBJAREA, "ARTS") OR EXCLUDE (SUBJAREA, "NURS") OR EXCLUDE
(SUBJAREA, "DECI"))).

mented a reconstruction algorithm for radio-astronomy images
that was later to be adopted for x-ray computed (or comput-
erized) tomography as well. Computed tomography is usually
attributed to Cormack and Houns�eld, who received the Nobel
Prize for medicine in 1979. Cormack's contribution is mostly
theoretical, while Houns�eld is regarded as the inventor of clin-
ical computed tomography in 1973 [27].

Computed tomography was initially intended for medical
applications. However, it was soon realized that this technique
had enormous potential for materials science. Although one
of the �rst applications of x-ray computed tomography to ce-
mentitious materials dates back to the late 1970s [28, 29], the
technique really took o� at the begining of the 21st century (see
Figure 4).

This paper provides an overview of applications of x-ray
computed tomography to cementitious materials. The �rst part
provides background knowledge on the technique itself (see
sections 2 and 3) and the post-processing of the resulting 3D im-
ages. After discussing what can be expected from x-ray imag-
ing of cementitious materials in section 5, the second part re-
views various recent applications. We cover both “static” (see
Section 6) and “dynamic” (see Section 7) applications. In sec-
tions 8 and 9 discuss “cutting-edge” tomography and future
developments, including nanotomography, ultra-fast tomogra-
phy and chemical mapping. In the remainder of this paper, we
will often use the abbreviation CT for “computed tomography”.
Where resolution matters, we will also refer to systems that
have a micron or submicron resolution as micro-CT. Finally,
systems allowing spatial resolution better than 50 nm will be
referred to as nano-CT.

A. FROM SINOGRAMS TO 3D RECONSTRUCTIONS

2. X-ray computed tomography in a nutshell

X-ray computed tomography is a non-destructive technique
that provides a gray level, three-dimensional image of the sam-
ple under investigation. As the gray values are related to the
local chemical composition, they re�ect the local microstruc-
ture.

This section provides a brief overview of the essential the-
oretical aspects underlying the principles of x-ray CT, includ-
ing: production of x-rays, interaction of x-rays with matter, to-
mographic reconstruction and image artefacts. For the sake of
brevity, each topic will be only touched upon, but more thor-
ough references are provided along the text to the interested
reader. There is a very large body of literature dealing with x-
ray CT. Beyond the classical (but dated) textbook by Kak and
Slaney [30], the authors found References [22, 31–34] (text-
books) and [35–37] (review papers) particularly helpful for the
preparation of this review.

A typical (simpli�ed) tomography setup comprises 3 parts
(see Figures 5 and 6)

1. The sourceproduces x-rays. Synchrotron sources pro-
duce beams that can essentially be considered as paral-
lel (emitted rays come from one unique direction). Con-
versely, x-ray tubes that come in laboratory setups pro-
duce conic beams (emitted rays emerge from one focal
spot). Both synchrotron and laboratory x-ray sources are
polychromatic (photon wave-lengths are distributed ac-
cording to the source spectrum). The large �ux of pho-
tons produced by synchrotron sources allows for aggres-
sive �ltering that can achieve near-monochromaticity. This
is the typical operating mode of synchrotron tomography
setups, although so-called “pink”-mode imaging (mod-
erately polychromatic beam) is also popular for speci�c
applications, such as dynamic tomography.

2. The detectormeasures the intensity of the attenuated x-
rays emerging from the sample. Typically, a scintillator
�rst converts X photons to visible light photons. Then, a
2D CCD sensor records these photons and produces a 2D
image (the radiograph).

3. The sample stagesits between the source and the detec-
tor. It can be rotated about a �xed (vertical) axis, thus
allowing for the acquisition of radiographs of the sample
for a number of rotation angles.

The output of a x-ray CT experiment is thus a stack of ra-
diographs of the same sample, viewed at various angles. Tomo-
graphic reconstruction is the mathematical process that allows
to recover a 3D image of the interior of the sample from this
stack. It is aninverseproblem, the solution of which requires
a mathematical description of theforward problem. In other
words, we need to understand what is the mathematical rela-
tionship between the (local) physical properties of the sample
and its radiographs. This is discussed in the remainder of the
present section.
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Figure 5: A typical parallel tomography setup.

Figure 6: A typical cone-beam tomography setup.

Figure 7: Illustration of the Beer–Lambert law for a homogeneous sample of
constant thickness (left) and a heterogeneous sample (right).

2.1. Absorption of x-rays by matter

The classical assumption underlying most x-ray CT recon-
struction algorithms is that x-rays are absorbed by matter ac-
cording to the Beer–Lambert law, which relates the intensityI
of the x-ray beam that emerges from a sample to the intensity
I0 of the incident x-ray beam. This simpli�cation of the reality
delivers satisfactory results in most cases.

For a homogeneous sample of constant thickness`, illumi-
nated by a monochromatic x-ray beam, this law reads (see also
Figure 7, left)

I = I0e� �` ; (1)

where� denotes the so-called linear attenuation coe� cient.
The linear attenuation coe� cient is a material property that

essentially depends on the atomic number and density and ac-
counts for photoelectric attenuation, incoherent Compton scat-
tering and coherent Rayleigh scattering. It also strongly de-
pends on the energy of the incident x-ray beam. In laboratory
(polychromatic) setups, this can cause signi�cant artefacts due
to beam hardening(see Section 3.4).

Tabulated values of themass attenuation coe� cient � � =� �

(� � : mass per unit volume) can be freely retrieved for all chemi-
cal elements� from various databases, such as XCOM at NIST1

or the X-Ray Database at LBNL, CXRO2 [38]. Then, the mass
attenuation coe� cient of a compound is obtained from the fol-
lowing rule of mixtures (x� : fraction by weight of the� -th ele-
ment)

�
�

=
X

�

x�
� �

� �
: (2)

Figure 8 represents the linear attenuation coe� cient as a
function of the photon energy for various materials: water, (dry)
air, iron (which is close to steel), as well as some constitutive
phases of anhydrous/hydrated cement (portlandite, alite, C–S–
H). Such a plot is a valuable tool to plan a tomography exper-
iment. In particular, it allows the user to estimate the expected
contrast between phases, as well as the overall transmission

1http://physics.nist.gov/xaamdi , last retrieved 2019-06-19.
2http://henke.lbl.gov/optical_constants/ , last retrieved 2019-

06-19.
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Figure 8: Linear attenuation coe� cient for various phases of cementitious
materials. The typical energy range for micro-CT experiments is 10 keV to
100 keV. For nano-CT, it is also possible to use soft x-rays (0:1 keV to
1:5 keV).

through the sample. Based on these preliminary calculations,
the energy of the source and the overall size of the sample can
be selected.

It is observed in Figure 8 that the contrast between hydra-
tion products on the one hand and water, air and steel on the
other hand is excellent. In other words, pores and cracks (dry
samples preferably), steel reinforcement and hardened cement
paste are usually easily identi�able on a tomographic recon-
struction. However, the contrast between the various hydration
products is rather poor, so that they generally must be consid-
ered as a unique phase.

Equation (1) can readily be extended to heterogeneous sam-
ples as follows (see also Figure 7, right)

I = I0 exp
�
�

Z `

0
� (~r0 + s~n) ds

�
; (3)

where� (~r) now denotes thelocal linear attenuation coe� cient
at point~r = (x; y; z), ands is the arc-length measured along the
ray. It is assumed that x-rays propagate along the unit vector
~n = (nx; ny; nz). The integral must then be computed between
the entry point~r0 = (x0; y0; z0) and the exit point~r0 + `~n of the
x-ray into the sample (` : distance between these two points).

2.2. Parallel x-ray computed tomography

It is assumed that the geometry of the setup is free of im-
perfections: in particular, the detector is plane, x-rays propagate
perpendicular to the detector and the rotation axis is parallel to
the detector. Let (O;~ex;~ey;~ez) denote the �xed frame of refer-
ence, attached to the laboratory. The direction of propagation
of the x-rays is (O;~ez), while the (vertical) axis of rotation of
the sample stage is (O;~ey) axis.

We �rst assume that the sample is not rotated. LetI (x; y) de-
note the x-ray intensity measured at pixel (x; y) of the detector.
From the Beer–Lambert law (3), it is readily found that

I (x; y) = I0 exp
�
�

Z
� (x; y; z) dz

�
: (4)

Equation (4) e� ectively provides the mathematical expres-
sion of theradiographof the sample. It will be convenient to
also introduce theprojectionof the sample's x-ray attenuation
�eld, which is de�ned as the following quantity

P(x; y) =
Z

� (x; y; z) dz; (5)

and we haveP(x; y) = log I0 � log I(x; y). It will be shown in
Section 3.2 how appropriate calibration delivers an estimate of
the projectionP of the sample from its measured radiographI .

Assuming now that the sample is rotated, it is convenient
to de�ne the frame (O;~eX;~eY;~eZ) attached to the sample stage,
and the rotation angle� such that

~eX = cos� ~ex� sin� ~ez; ~eY = ~ey; ~eZ = sin� ~ex+cos� ~ez: (6)

The sample is attached to the sample stage. Therefore, its
local linear attenuation coe� cient� (X;Y;Z) is expressed in the
(X;Y;Z) coordinate system. In other words, the projectionP(x; y; � )
of the sample rotated by� reads

P(x; y; � ) =
Z

� (xcos� � zsin�; y; xsin� + zcos� ) dz: (7)

Retrieving� (X;Y;Z) from the set of projectionsP(x; y; � )
(tomography stack) is an inverse problem known astomography
reconstruction. That this problem indeed has a unique solution
was established by Radon [25] one hundred years ago almost
to the day; the modern proof of this result relies on the Fourier
slice theorem (usually attributed to Bracewell [26])

The 1D Fourier transform (with respect tox) of the
projectionP(x; y; � ) at angle� of the object is equal
to a radial slice at polar angle� of the 2D Fourier
transform (with respect toX andZ) of the linear
attenuation coe� cient� (X;Y = y;Z).

Note that in the integral equation (7), the altitudey of the
horizontal plane is �xed in both sides. In other words –for
parallel tomography– tomographic reconstruction (if possible
at all) can be performed horizontal slice by horizontal slice and
is essentially a 2D (rather than 3D) problem. This greatly al-
leviates the computational cost of tomographic reconstruction
in the case of parallel tomography. However, this uncoupling
breaks down in the case of cone-beam tomography, as will be
discussed in Section 2.4.

2.3. Reconstruction techniques for parallel projections

Direct Fourier reconstruction methods.In principle, the Fourier
slice theorem provides a method for reconstructing the map of
the linear attenuation coe� cient from the projections. The out-
line of this method, �rst proposed by De Rosier and Klug [39]
is the following:

1. compute the 1D Fourier transform of each projection of
the object,

2. reconstruct the 2D Fourier transform of the linear attenu-
ation coe� cient from its radial slices,
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3. compute the linear attenuation coe� cient as an inverse
Fourier transform.

Practical implementation of the above method is however
problematic, since the necessary interpolation that occurs be-
tween steps 2 and 3 in Fourier space from a polar grid generated
by collating 1D radial slices through the sample to a cartesian
grid required by standard 2D FFT techniques can induce se-
vere losses of accuracy [40]. The resulting reconstructions are
generally inferior in quality to that produced with the �ltered
backprojection method described below. As a consequence, this
method is rarely implemented in practice, despite the fact that it
can outperform the �ltered backprojection method in terms of
computational time [41] owing to a lower complexity.

Recently, more sophisticated methods based on direct re-
construction have been proposed, which signi�cantly improve
the quality of the reconstruction, while preserving the overall
e� ciency. Natterer [42] suggests a nearest-neighbor interpo-
lation in the angular variables, and generalized sinc interpola-
tion in the radial variable. Edholm and Herman [43, 44] intro-
duce so-calledlinogramsto replace standard sinograms, with
no need for interpolation. Finally, non-equispaced, fast Fourier
transforms [41, 45, 46] have also been used.

Owing to the advent of ultra-fast synchrotron tomography,
direct Fourier reconstruction methods have again attracted some
interest.

The �ltered backprojection method.First proposed by Ramachan-
dran and Lakshminarayanan [47], this method is probably the
most widely used reconstruction technique. It results from the
reformulation of the direct reconstruction method using cylin-
drical coordinates in the Fourier space [see 30,x3.3]. It is rather
simple to implement, less CPU intensive than algebraic tech-
niques and leads to very accurate reconstructions. It proceeds
as follows

1. convolve each projection with a discrete �lter that ap-
proximates the ramp �lter in Fourier space [48],

2. compute the backprojection of the resulting �ltered pro-
jections (see Figure 9).

Step 1 can be performed either in the real space or the Fourier
space; step 2 is illustrated in Figure 9. Note that most mod-
ern implementations of this reconstruction method make use of
GPUs [49].

Algebraic reconstruction methods.A di� erent class of recon-
struction methods was introduced in the early 70s by Gordon
et al. [50] (see also the review by Beister [51]). Algebraic re-
construction methods rely on the observation that the linear in-
tegral equation (7) reduces to a linear system upon suitable dis-
cretization. For example, for pixel-based reconstructions, the
unknown local linear attenuation map� (X;Y;Z) reduces to a
discrete set of pixel values. Discretization of the integral in
equation (7) then amounts to �nding the contribution of each
individual pixel to the projections. This contribution is usually
estimated as either of the three options below and then suitably
normalized [52]

Figure 9: Illustration of the backprojection method. If three projections of the
sample are available, the backprojected value at the marked point is the sum
P1 + P2 + P3.

1. 0 or 1, depending on whether or not the ray under con-
sideration intersects the pixel,

2. the length of the intersection of the pixel and the ray un-
der consideration,

3. the area of the intersection of the pixel and the pencil of
rays under consideration.

The resulting linear system is extremely large, but sparse,
and is usually solved iteratively. Dedicated solvers were ini-
tially proposed, such as theAlgebraic Reconstruction Technique
(ART) [50] and its relaxed version [53], theSimultaneous Itera-
tive Reconstruction Technique(SIRT) [54] or theSimultaneous
Algebraic Reconstruction Technique(SART) [55]. General-
purpose solvers such as conjugate gradient can also be used [56–
58].

As always with iterative algorithms, attention must be paid
to the stopping criterion. Besides classical “no-improvement
criteria”, Morozov's discrepancy principle can be valuable if an
estimate of the noise level is available. Also, it should be noted
that early termination of the iterations can have a bene�cial ef-
fect on the robustness to noise of some iterative methods [57].

Being more computationally intensive, algebraic reconstruc-
tion methods have long been neglected. However, the asset of
such methods lies in their �exibility. It is possible to introduce
box constraints [59, 60], various regularization terms [59, 61],
or even perform reconstruction and segmentation simultane-
ously [62, 63]. It is also possible to introduce a re�ned model
which better accounts for the actual tomography setup (source,
detector) as well as a priori information on the imaged ob-
ject [64–67].

2.4. Reconstruction techniques for cone-beam projections

For cone-beam projections, an explicit inversion formula
was proposed by Tuy [68]. This formula holds only under some
conditions that apply to the curve described by the point source.
In the most common case ofcircular scans, Tuy's condition is
not full�lled. Finch [69] has shown that reconstruction might
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still be possible if the source is su� ciently far from the object;
it is, however,unstable(hence, sensitive to noise).

Even if some techniques are known to produce convincing
reconstructions, it should be kept in mind that for cone-beam
projections with circular scans, these techniques areinexact; in
particular artefacts and severe distortions might be observed for
slices that are far-o� from the central plane (see Section 3.4).

Furthermore, for cone-beam projections, horizontal slices
are not independent and reconstruction can in principle no longer
proceed slice by slice. Of course, algebraic reconstruction meth-
ods discussed above apply equally well here, provided that the
full, 3D dataset is processed simultaneously. This however re-
sults in CPU- and memory-intensive computations.

Despite the fact that the Fourier slice theorem does not hold
in that case, Feldkamp et al. [70] have proposed a �ltered backprojection-
like reconstruction method for cone-beam projections. The al-
gorithm is extremely e� cient, as horizontal slices are again re-
constructed independently.

Note that an exact �ltered backprojection formula can be re-
trieved forhelical tomography, where the sample is translated
vertically while being rotated about the vertical axis [71–73].
However, this technique is not widely spread in materials sci-
ences labs.

2.5. Reconstruction techniques for incomplete datasets

The reconstruction techniques discussed in Sections 2.3 and
2.4 require full datasets, meaning that:

1. the sample is fully contained in the �eld of view,
2. the sample is fully rotated (180� for parallel tomography,

360� for cone-beam tomography),
3. the angular sampling rate is selected according to the

Nyquist criterion. For parallel tomography, the minimum
number of equally spaced projections isW�=2, whereW
denotes the width of the detector, in pixels (see Refer-
ence [22], page 219).

Local tomography [74] addresses acquisitions that fail to
comply with item 1. Typical reconstruction techniques are sino-
gram extrapolation [75, 76], di� erential backprojection [77, 78],
total variation minimization [79–81] or regularization with other
prior knowledge on the sample [82–84]. Heußer et al. [85],
dealing with medical applications, proposed to complement the
dataset with a previous scan of the same patient; they even
showed that scans ofsimilar (but di� erent) patients provide
relevant priors. For synchrotron tomography, an alternative ap-
proach is to “stitch” together several tomograms of adjacent re-
gions of interest [86, 87], registration being then the critical
issue [88].

Limited angletomography refers to experiments that do not
cover the whole 180� =360� range (see item 2) as is usually the
case of �at samples. The artefacts that result from the so-called
missing wedgeare well-known in electron tomography, where
the sample can never be fully rotated [89]. The reconstruc-
tion problem then becomes extremely ill-conditioned [90] and
some regularization must be provided in order to compensate

for the missing data. Classical techniques include total vari-
ation minimization [59, 91, 92],̀0 sparse regularization [93]
and wavelet/curvelet expansions [94, 95].

To close this discussion on incomplete datasets, it should be
noted that many recent developments in both synchrotron and
laboratory tomography aim at fast acquisitions. In synchrotron
facilities, it is possible to take advantage of the high �ux of pho-
tons to reduce the total acquisition time by shortening the expo-
sure time of each single projection [96], the limiting factor often
being the bandwidth of the detection and readout system [97].
This is unfortunately not an option with laboratory instruments,
where the overall acquisition time must be shortened by reduc-
ing the total number of projections. Similarly to limited angle
tomography, it is then necessary to regularize the ill-posed re-
construction problem. The same generic techniques as for lim-
ited angle tomography apply here. Some application dependent
techniques have also been developed, which mostly amount
to reconstruction under the constraint of prior knowledge on
the microstructure in some “reference” state: dry [64, 98], un-
loaded [65–67].

3. Practical aspects of a x-ray CT experiment

3.1. Geometric considerations

Samples are preferably of circular cylindrical shape, for two
main reasons. First, it best accomodates the geometric require-
ment that the sample should be fully projected onto the detec-
tor for all projection angles (unless local tomography is per-
formed). Second, edges are more likely to produce reconstruc-
tion artefacts.

The size of the sample is determined by the above-mentioned
geometric constraint as well as the total attenuation of the sam-
ple. Indeed, the transmission should be large enough to ensure a
satisfactory signal-to-noise ratio, which behaves asN1=2

0 exp
�
� � D=2

�

for homogeneous samples of diameterD and linear attenuation
coe� cient� (N0: total number of incident photons per pixel).

For cone-beam tomography, magni�cation is purely geo-
metric. Indeed, it is related to the source-to-sample distance
through the relation

magni�cation=
source-to-sample distance
source-to-detector distance

;

and the voxel-size of the reconstructed image is given by the
pixel-size of the detector, divided by the magni�cation. Optical
magni�cation devices are used in synchrotron tomography.

3.2. Calibration

Calibration is a necessary step that allows the determination
of the normalized intensityN = I=I0. The projection images,
to be fed to the reconstruction algorithm, are then evaluated
as the logarithm of the normalized data [see equation (3)]. In
principle, the incident intensityI0 can be measured through re-
moval of the sample. However, owing to the thermally induced
dark current of the CCD pixels, the measured intensity is never
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rigorously zero, even when the incident beam is turned o� . As-
suming linearity of the detector pixels, this is accounted for by
the so-called�at-�eld correction [33]

N =
I � D
F � D

; (8)

whereI denotes the intensity measured with the sample in place,
F (�at �eld) is the intensity measured after removal of the sam-
ple, andD (dark �eld) is the intensity measured after turn-
ing o� the x-ray source. Note that, in order to account for
the non-uniformity of both the incident beam and the CCD
response that can result in ring artefacts in the reconstruction
(see Section 3.4), the values ofF andD in equation (8) must
be considered as pixel-dependent (F andD are e� ectively im-
ages) [99]. More sophisticated normalization procedures have
recently been proposed to account for the non-stationarity of the
incident beam [100, 101]. Also, the advent of photon counting
detectors should remove the need for dark-�eld corrections [102,
103].

3.3. Voxel size vs. resolution
It should be emphasized that voxel size and resolution re-

fer to two di� erent concepts. In a x-ray CT experiment, the
voxel size results from an essentially geometrical calculation,
that relates the true dimensions of the sample to the size (in
voxels) of its 3D reconstruction. Resolution, on the other hand,
is an optical quantity that quanti�es the ability of an imaging
setup to separate close objects. Resolution is a� ected by noise,
spot size and other physical e� ects. This is best explained by
Cnudde and Boone [36]:“voxel size is often confused with spa-
tial resolution. The latter is a measure for the resolving power
of an imaging system based on the modulation transfer function
(MTF) of the complete imaging system, expressed in line pairs
per distance unit”.

3.4. Artefacts
The present section is restricted to the most signi�cant source

of artefacts that a� ect the reconstructed volumes, namely: rings,
streaks, partial-volume e� ects, beam-hardening and cone-beam
reconstruction errors. For a more thorough review of this sub-
ject, see References [22, 34, 104] (textbooks) or [105–109] (pa-
pers).

Ring artefacts.Ring artefacts (see Figure 10, bottom right) are
induced by variations in the acquisition system: temporal vari-
ations (the intensity of the source may vary with time), spatial
variations (the various pixels of the detector may have slightly
di� erent response functions; some pixels could even be de-
funct) or spectral (the sensitivity of the pixels may depend non-
linearly on the energy of the photons). These variations can
cause in the reconstructed volume circular rings centered on
the axis of rotation.

The �at-�eld correction discussed in Section 3.2 accounts
for spatial variations of the pixels of the detector. If the time
variations of the source are important, this correction must be
renewed frequently during acquisition [100, 101]. Also, to ac-
count for defective pixels, the detector may be slightly shifted
in its plane between the acquisition of two projections [110].

Figure 10: Noise, beam-hardening and ring artefacts. This slice through the 3D
reconstruction of the sample shown in Figure 2 is a composite image combining
4 di� erent tomograms of the same sample. Each time, the acquisition param-
eters were adjusted so as to emphasize a speci�c type of artefact.Top right:
the reference image (voltage: 100 kV, current: 120� A, frame rate: 1 s� 1, av-
eraging: 4 frames).Top left: the grainy texture is the signature of the increased
noise induced by a reduction of the acquisition time (voltage: 100 kV, current:
120� A, frame rate: 4 s� 1, averaging: none). The histograms of the reference
(blue) and noisy (green) images show that the overall signal is reduced (the peak
is shifted to the left), while noise increases (the peak is wider), both e� ects lead-
ing to a deterioration of the signal-to-noise ratio.Bottom right: cancelling the
calibration of the tomograph and stopping the wobbling of the detector results
in very noticeable ring artefacts (voltage: 100 kV, current: 120� A, frame rate:
1 s� 1, averaging: 4 frames).Bottom left: low-energy, un�ltered scans lead
to pronounced beam-hardening artefacts (voltage: 100 kV, current: 120� A,
frame rate: 1 s� 1, averaging: 4 frames). The rim of the sample appears brighter
than its core. This is con�rmed by the two pro�les, which are circular aver-
ages of the gray level within the cement matrix (pores and cracks excluded) of
the reference (blue) image and the image a� ected by beam-hardening (orange).
While the pro�le of the former is nearly �at as expected, the pro�le of the latter
is peaked at the border. For all tomograms, the voxel size was approx. 12� m;
unless otherwise speci��ed, a 0:1 mm thick Cu �lter was used.
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Figure 11: Illustration of streak artefacts. Reconstruction of a 20 mm� 20 mm�
20 mm sample of ultra-high performance concrete, with 2 % vol. steel �bers
(0:2 mm diam.). Images were acquired at the Advanced Light Source in Berke-
ley, 2007, in white-beam mode with a 6 mm aluminum �lter.

Streaks.Streak artefacts (see Figure 11) may appear in the neigh-
borhood ofi. sharp edges of the sample [35] andii. highly
attenuating phases (typically, metals). Itemi. again reinforces
the advantage of using cylindrical samples.

Item ii. is usually referred to as “metal artefacts” [111].
The reason why high attenuation may be detrimental to the re-
construction is best understood in the case of a fully opaque
phase [104,x4.4.4]. Indeed, in this case, the opaque phase acts
as a screen, which e� ectively results in missing data in the pro-
jections and artefacts similar to those observed in limited angle
tomography. Similar reconstruction techniques can therefore
also be adopted in order to reduce metal artefacts [112–114].
Metal artefacts may also be attributed to beam hardening [34,
x5.2.4] (see below). Dual-energy CT therefore helps reducing
these artefacts [115, 116].

Partial volume e� ect. The reconstructed volume is e� ectively
an assembly of voxels with constant attenuation. However, the
underlying material might well be heterogeneous at a much
smaller scale than the voxel size. One voxel of the reconstructed
volume then represents a heterogeneous region of the sample,
and the gray level of the voxel represents an “e� ective” linear
attenuation. This is known as the partial volume e� ect, which
results among others e� ects in blurred interfaces. The resolu-
tion of the setup is generally larger than the voxel size, which
tends to increase these artefacts.

As argued by Ketcham and Carlson [35,x4.4] (see also
more recently [117]), it is possible to take advantage of partial
volume e� ects to estimate the chemical composition of each
voxel of the material. To this end, the “e� ective” attenuation is
generally estimated through a simple mixture law (see also [118]
for an alternative, more elaborate, approach).

Beam hardening.Beam hardening is caused by the lack of mono-
chromaticity of the incident beam. Therefore, it can safely be
assumed that synchrotron tomography reconstructions are de-
void of such artefacts when operating in monochromatic or pink
beam modes [119]. Conversely, synchrotron tomography oper-
ating in white beam mode and laboratory (cone-beam) tomog-
raphy both su� er from beam hardening artefacts, which must
be corrected.

Owing to the fact that the linear attenuation coe� cient is
energy-dependent (see e.g. Figure 8), equation (4) must be
adapted to account for the spectrum of the source [104,x4.4.1].
Since the linear attenuation coe� cient decreases when the en-
ergy increases, the spectrum tends to be shifted towards higher
energies. This shift is more pronounced for thick samples. Most
reconstruction algorithms are inexact when beam-hardening oc-
curs, and the sample seems brighter on its rim than at its center
(see e.g. [35, 107] and Figure 10, bottom left).

To prevent beam hardening, copper, brass or aluminum plates
are often placed between the source and the sample to �lter out
lower energies [35]. The price to pay is a lower signal-to-noise
ratio (which can be compensated for by a longer acquisition
time).

Algorithmic correction is also possible. Although inexact,
this approach is quite e� ective in removing beam-hardening
artefacts [120]. In the so-calledlinearization technique, a poly-
nomial correction is applied to the raw projections [34,x5.3.1.2].
The coe� cients of this polynomial are usually �rst calibrated
using a reference sample that is similar to the sample of inter-
est [see also 121, for an alternative approach]. More rigorous,
iterative methods should also be mentioned [122–124].

Cone-beam reconstruction errors.Cone-beam reconstruction
errors result from the fact that (even disregarding issues relat-
ing to resolution) tomography reconstruction is not exact in a
circular cone-beam setup (see References [68, 69] orx5.2.1 in
Reference [34]). Such errors are sometimes called inappropri-
ately Feldkamp artefacts, despite the fact that they result from
the acquisition itself, regardless of the reconstruction technique.

Missing projection data causes blurring in the direction of
the rotation axis. This e� ect is more pronounced for large cone
angles [107].

In order to reduce the adverse e� ect of reconstruction er-
rors, one should make sure that the region of interest remains
close to the plane that is perpendicular to the axis of rotation
and contains the x-ray source.

Noise. Noise a� ects any tomography experiment [34,x5.2.6].
Like any optical devices, increasing the acquisition time clas-
sically results in an improved signal-to-noise ratio (SNR) for
each projection. As a rule of thumb, Davis and Elliott [107]
claim that the SNR is optimal when the transmission is about
16 % at the center of the sample.

Tomography reconstruction is a complex process, and there
are few studies on how noise propagates from the projections to
the 3D reconstruction. It is known that noise is anisotropic [107],
resulting in random streaks in the long direction of elongated
features. More quantitatively, the seminal paper of Hegerl and
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Hoppe [125] relates the noise level in the reconstruction to the
noise level in the projections. The authors prove the somewhat
counter-intuitive dose-fractionation theorem, which states that
the SNR in the reconstruction is proportional to the total radia-
tion dose used during the whole scan. In other words, the dose
can be “shared” amongst the projections: if the total number
of projections is multiplied by two, the exposure time per pro-
jection can be divided by two to achieve the same �nal SNR.
Although debated [126], this result has been con�rmed (and
extended) numerically by McEwen et al. [127]. Further stud-
ies [128–132] show that for �xed SNR, increasing the spatial
resolution requires to increase the dose [see also 104,x4.4.5].

Iterative reconstruction techniques are usually less sensi-
tive to noise than analytical ones (since a noise model can be
incorporated). Regardless of the reconstruction process, post-
reconstruction �ltering of the images can be applied to reduce
the adverse e� ects of noise (see Section 4).

4. Image analysis of the 3D reconstructions

Image analysis is a vast topic that cannot be covered exhaus-
tively here, and the interested reader might �nd supplemental
material in numerous textbooks, see e.g. References [133–136]
among others. We start with a brief list of available software
programs (see Section 4.1). Then, a typical image processing
work�ow is sketched out: i. denoising (Section 4.2),ii. seg-
mentation (Section 4.3),iii. clean-up (Section 4.4),iv. labelling
(Section 4.5) andv. quanti�cation (Section 4.6).

This work�ow is by no means universal. For example, full-
�eld measurement of the local kinematics is not covered here [65,
67, 137–142]. Furthermore, the present section is restricted to
fairly classical techniques. In particular, graphs are not dis-
cussed, although they recently“have emerged as a uni�ed rep-
resentation for the processing and the analysis of images. [. . . ]
This research topic is timely, very in�uential in computer sci-
ence and has led to many applications in denoising, enhance-
ment, restoration, and object extraction. Consequently, graphs
have become indispensable for the development of cutting-edge
research and applications in image processing and analysis.”
(quoted from the introduction to Reference [143]). Graph-based
approaches fall well outside the scope of this paper and the in-
terested reader is referred to Reference [143] (textbook) for a
complete overview. It is the opinion of the authors that these
techniques should be considered extremely seriously, despite
the mathematical framework that may seem intimidating (see
e.g. Reference [144] for an application topower-watershed).

Also, machine-learning approaches are not covered here, al-
though they deliver promising results [145, 146].

4.1. Available software

In the present section, we list a few available software pro-
grams to carry out analysis/visualization tasks. This list is by
no means exhaustive; it merely re�ects the typical work�ow of
the authors and excludes commercial products.

Interactive tools. ImageJ3 is probably the most widely used
interactive image analysis toolbox. It comes with a lot of stan-
dard tools out-of-the-box, and is extensible through a �exible
plugin interface.Fiji 4 is a “batteries-included” distribution of
ImageJ, which is bundled with many popular third-party plu-
gins. UnlikeImageJ, which is distributed under a permissive
BSD license, it should be noted thatFiji is distributed under a
GNU General Public License.

Libraries. For those willing to perform their analyses through
a programming/scripting interface, several libraries are avail-
able. First, it is emphasized thatImageJcan be used as both an
interactive tool and a library.

The Insight Toolkit (ITK) 5 is a full-featuredC++li-
brary, initially developed for medical imaging. Its object-oriented
architecture can be intimidating at times andSimpleITK6 o� ers
a somewhat more accessible application programming interface
(API) to ITK. It should be noted that bothITK andSimpleITK
are C++libraries with bindings for many other programming
languages (includingPython, C#andJava). Both are released
under the Apache 2.0 License.

Finally,scikit-image 7 [147] is a full-featured, community-
driven Python image processing library that takes advantage
of the �exible multi-dimensional array structure exposed by the
NumPy8 library. It is released under a BSD license.

Visualization. ParaView9 [148],VisIt 10 [149],VisNow11 [150]
and3D Slicer 12 [151] are open-source, general purpose, in-
teractive software programs for visualization of large, multi-
dimensional datasets.ParaView, VisIt and3D Slicer are
released under a BSD license;VisNow is distributed under a
GNU General Public License. Finally,Dragonfly 13 is a com-
mercial software that grants free-of-charge licenses to“qual-
i�ed researchers, academics, and non-commercial developers
for non-pro�t research or development purposes”. All these
software programs allow for custom extensions through ad-hoc
plugin systems.

4.2. Denoising

Even when the acquisition parameters are optimized for im-
age quality, denoising is almost always required as a �rst step.
This operation is also called improperly “noise removal”. In
reality, noise is notremoved; it is merely smoothed out, which

3https://imagej.net/ , last retrieved 2019-06-19.
4https://imagej.net/Fiji , last retrieved 2019-06-19.
5https://itk.org/ , last retrieved 2019-06-19.
6http://www.simpleitk.org/ , last retrieved 2019-06-19.
7http://scikit-image.org/ , last retrieved 2019-06-19.
8http://www.numpy.org/ , last retrieved 2019-06-19.
9https://www.paraview.org/ , last retrieved 2019-06-19.

10https://wci.llnl.gov/simulation/computer-codes/visit , last
retrieved 2019-06-19.

11https://visnow.icm.edu.pl/ , last retrieved 2019-06-19.
12http://www.slicer.org/ , last retrieved 2019-06-19.
13http://www.theobjects.com/dragonfly/index.html , last re-

trieved 2019-06-19.
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generally a� ects the resolution of the image. There are numer-
ous denoising techniques, and we only list a few of them (see
e.g. Reference [152] for a more complete review).

Low-pass �ltering is probably the most simple denoising
procedure. Commonly used kernels are uniform (mean �lter)
and gaussian. The latter is backed by strong theoretical back-
ground based on the scale-space theory [153–156]. While sim-
ple, these �lters are known to blur the image. In particular,
edges are smoothed.Median[157] andbilateral [158] �ltering
are known to better preserve edges.

Nowadays, local, non-linear procedures are preferred over
the previous approaches.Anisotropic di� usion is designed to
smooth images preferably along directions of weak gradient [159].
Constrained minimization of thetotal variationis also extremely
e� cient for images that are expected to be blocky [160, 161].
In block-matching 3D algorithms(BM3D), images are modeled
through nonlocal patches [162]. Finally,non-local means�lter-
ing [152] is known to preserve both edges and textures, owing
to the fact that it performs weighted averages oversimilar pix-
els.

4.3. Segmentation of images
Segmentation refers to the process of classifying all voxels

of the reconstructed image into a �nite number of groups (typ-
ically: the material phases, voids, cracks, . . . ). Segmentation
into two classes is usually calledbinarization, as it returns a
binary (black-and-white) image from a gray-level input.

Note that segmentation relies on the strong assumption that
the microstructure isfully resolved. In other words, each voxel
represents a single phase. In many situations, the voxel size is
greater than the characteristic size of the material features. This
assumption thus fails to be true, and each voxel might be a mix-
ture of many phases. The reconstructed volume is then truly
a gray level, three-dimensional image, where the gray level of
each voxel is related to its chemical composition. Recovering
the chemical composition from this gray level would allow to
bypass segmentation altogether (References [117] and [118] are
early examples of such inverse analyses). This is a very ac-
tive research area in x-ray CT, which requires accurate control
of the spectrum of the source as well as re�ned models of the
interaction between x-rays and matter. The recent advent of
photon-counting detectors further opens new exciting perspec-
tives [163–165].

Thresholdingis the most simple segmentation procedure. In
the case of binarization a thresholdt is de�ned. All voxels with
gray-level lower (resp. greater) thant are then a� ected to one
class (resp. the other class). In order to ensure reproducibility
and user-independence, it is preferable that the threshold be se-
lected automatically. Many automatic threshold selection algo-
rithms have been proposed [166, 167]. To cite but a few: Otsu's
method [168], entropy-based methods [169–172] and mixture-
modeling methods [173] are widely available in most image
processing software programs and libraries. Alternatively, if
the volume fraction of the various phases can be measured in-
dependently, the threshold(s) can be selected in order to ensure
that the proportion of each segmented phase matches the ex-
pected value [142].

Not reproduced

Figure 12: Owing to noise, the gray-levels histograms of air and aggregate
overlap in the above 3D reconstruction of Hostun sand HN31. The threshold
was selected so as to minimize the misclassi�cation errors. (Reproduced from
Reference [118], with permission.)

Thresholding is extremely simple and provides convincing
results in many use-cases. As such, it should probably always
be tested �rst on a new set of images; if the resulting segmen-
tation is not satisfactory, then more advanced techniques may
be used. However, the reader should keep in mind that thresh-
olding will usually result in misclassi�cation of some voxels.
Indeed, owing to noise, the gray levels of each phase spread
around a mean value. The tails of the gray-level distributions
of various phases may overlap (see Figure 12), in which case
the voxels whose gray-level belongs to the overlap region are
undecidable. This is acknowledged by mixture-modeling ap-
proaches [173] that aim at minimizing the misclassi�cation er-
rors.

To overcome these shortcomings, topological or geometri-
cal informations must be accounted for. In other words, classi�-
cation of a speci�c voxel must be based on its gray levelandthe
gray levels of its neighborhood. A straightforward extension is
local thresholding [174], where, for each voxel, the threshold is
found by analyzing the histogram of gray-levels in a neighbor-
hood (rather than the whole image). In the same spirit, Stamati
et al. [175], apply a threshold to the localvarianceof the gray
levels.

Since their introduction by L. Grady [176], segmentation
techniques using random walkers have been gaining in popular-
ity. Although more involved computationally, they often result
in very accurate segmentations, and should probably be consid-
ered as state-of-the-art.

4.4. Cleaning-up the segmented images

Once segmentation has been performed, it is usually neces-
sary to clean-up the image, if only to remove isolated voxels.
Standard tools of the mathematical morphology theory such as
dilation, erosion, opening and closing are usually invoked for
this task. The literature is very wide on this topic, and the reader
is referred to e.g. the online course by J. Serra14 as well as ref-
erences [177–179] (textbooks) and [180, 181] (review papers)
for more details.

4.5. Labelling

Segmentation (see Section 4.3) delivers an image where
each voxel belongs to one out of a user-de�ned number of classes
(the material phases). In the present paper, identi�cation of in-
dividual features within a speci�c phase is referred to as la-
belling. It should be noted that, although widely spread, this

14http://cmm.ensmp.fr/ ~serra/cours/ , last retrieved 2019-06-19.
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terminology is not universally accepted. Labelling and segmen-
tation are thus often collectively referred to as segmentation, al-
though both tasks have di� erent goals, and use di� erent tools.

To illustrate this point, we consider a sample of �bre rein-
forced concrete. Binarization of its 3D image would result in
a steel phase and a concrete phase. Therefore, at the end of
the segmentation step, it is possible to check the overall �ber
volume content, as well as its local �uctuations. However, it
is essential to identify (label) each individual �ber to quantify
their angular distribution.

Being application-dependent, labelling is usually the most
di� cult step of the whole image processing. In other words,
there is no general strategy that works out-of-the-box for any
images. Rather, the user must test di� erent techniques until the
desired result is obtained. The discussion is restricted here to
connected components labelling and basins labelling through
watershed.

Connected components labelling is a simple procedure that
sometimes delivers surprisingly accurate results. In this ap-
proach, two neighbor voxels (6-, 18- or 26-connectivity) that
belong to the same phase are attributed the same label. Of
course, this approach fails to separate two objects that are in
contact. Analysis of simple shape descriptors (principal mo-
ment of inertia, for example) might help identify these patho-
logical cases, and develop a heuristics to split the objects that
were unduly merged. It should be noted that most image pro-
cessing software programs and libraries o� er simple and e� -
cient implementations of connected components labelling [182].

When connectivity analysis fails to discriminate the various
features of the image, thewatershedtransform can be used [183,
184]. This method belongs to the wide class ofsuperpixel meth-
ods(not discussed here), which can be quite e� ective at group-
ing pixels/voxels based on topology constraints and perceptual
similarity [185]. In the watershed approach, a topography map
is �rst constructed – typically: gradient of the original image or
distance transform of the binarized image [186]. Then, this to-
pography is “�ooded”, and the features are the resulting catch-
ment basins. Various algorithms have been proposed to com-
pute the watershed transform e� ciently [187, 188]; it is usually
available in most image processing packages. Watershed usu-
ally results in over-segmented images, and the selection of ap-
propriate markers (from which the �ooding process is initiated)
is critical [189, 190].

4.6. Quanti�cation of the processed images

Quanti�cation is the last step of the image analysis process,
where �gures are extracted from the image, which is then ef-
fectively considered as a measurement. Of course, the involved
computations are extremely dependent on the nature of the in-
formation that is seeked; we therefore only hint at a few clas-
sical analyses, many examples being cited in the remainder of
this paper.

Volume fractions of the constituents are a direct product of
the histogram of the image. The marching cube algorithm [191]
delivers estimates of the speci�c surface areas. Spectral ap-
proaches (relying on the fast Fourier transform) can be used to

Not reproduced

Figure 13: 3D visualization of control mortar and mortar with the addition of
expanded perlite (M-EP), expanded glass (M-EG) and cenospheres (M-CS).
The largest pores are displayed in red, and the smallest in blue. (Reproduced
from Reference [195], with permission.)

Not reproduced

Figure 14: XCT images of UHPFRC showing clear di� erence between steel
�bres, voids and cementitious matrix, due to their signi�cant di� erence in den-
sity and x-ray attenuation coe� cient. (Reproduced from Reference [196], with
permission.)

compute the two-point correlation functions. Once labelled, the
size and shapes of individual features can be estimated through
well-de�ned quantities, such as Feret diameters, principal mo-
ments of inertia, . . . [192].

Finally, the segmented/labelled image may be used as the
input geometry for a full-�eld computation (see Reference [193]
among others for an application to linear elasticity).

B. RECENT APPLICATIONS OF X-RAY COMPUTED
TOMOGRAPHY TO CEMENTITIOUS MATERIALS

5. What can you expect to see? Contrast is of the essence

It was realized as early as the late 1970s [28, 29] that x-ray
CT carried immense potential for the investigation of cementi-
tious materials. Nearly four decades later, the maturity reached
by this imaging technique allows for quite advanced,quantita-
tiveapplications, that go far beyond the merequalitativevizual-
isation of the various constituents, as will be discussed in the
remainder of this paper.

The crucial point that must be addressed when dealing with
x-ray CT is the contrast within the various features of interest.
Figure 8 shows that the contrast between the hydration products
on the one hand, and air, water and steel on the other hand is
quite high. Note that in Figure 8, the following typical com-
position of ordinary concrete was assumed (atomic numberZ:
fraction by weight): 1: 0.022100, 6: 0.002484, 8: 0.574930,
11: 0.015208, 12: 0.001266, 13: 0.019953, 14: 0.304627, 19:
0.010045, 20: 0.042951, 26: 0.006435 (see Reference [194],
Table 2).

It results from the above discussion that x-ray CT is ex-
tremely well-suited to analyze the porous network or the dis-
tribution of steel reinforcement, as illustrated for example by
Lanźon et al. [195] (see Figure 13) and Qsymah et al. [196] (see
Figure 14). The former studied the modi�cation of the pore size
distribution in mortar induced by the addition of expanded per-
lite, while the latter analyzed the distribution of steel �bres in
a sample of ultra-high performance concrete. Analysis of the
porous network and of steel reinforcement will be discussed
more thoroughly in Sections 6.1 and 6.2, respectively.

Hydration and degradation can also induce changes in the
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contrast between the various phases of the cementitious matrix.
x-ray CT has been successfully applied to the dynamic obser-
vation of hydration, as well as degradation of cementitious ma-
terials. Both of these applications will be discussed in detail in
sections 7.1 and 7.2, respectively. Similar to air �lled pores, air
�lled cracks can also be easily observed with x-ray CT, which
led to the application of the method to study cracking of cemen-
titious materials, covered in section 7.3.

Contrast (or rather, the lack of it) becomes an issue when a
segmentation of �uid-�lled pores is required. One possible cure
when dealing with moisture penetration experiments is to use
contrast enhancers mixed with the water to be absorbed. Ex-
amples include cesium chloride (see Reference [197] and Fig-
ure 15) and potassium iodide (see Reference [198]). In such
cases, attention must be paid to the fact that chemical interac-
tions might occur between the cement paste and the contrast
agents, which might bias the observations. In the above cited
papers, the samples were cured for 14 to 60 days before being
submitted to water (+ contrast agent) imbibition. At this time,
most of the hydration has already taken place, and chemical in-
teractions may be neglected.

X-ray CT can also be combined with other techniques that
are more sensitive to water, such as neutron tomography [199],
or fast, Talbot interferometry-based multi-contrast x-ray micro-
CT [200].

Contrast enhancers are also relevant when the distinction
between aggregate and cementitious matrix needs to be high-
lighted. For example, Carrara et al. [201] used a small amount
of baryte powder as a substitution to �ne aggregates, which re-
sulted in a better constrast and more reliable image segmenta-
tion. The authors also considered hematite substitution. How-
ever, hydration of the cement paste is strongly a� ected by hema-
tite, which must therefore be discarded.

Contrast becomes an even greater challenge when aiming
at distinguishing the various phases that form the cementitious
matrix. The size of the corresponding features typically ap-
proaches the present spatial resolution limit of x-ray micro-CT,
which makes the situation even worse, since one voxel might
represent a mixture of several phases [202]. This led to the de-
velopment of x-ray nano-CT, which is covered in more detail in
section 8.

Finally, (“multispectral”) observations that combine multi-
ple techniques have proved extremely helpful when attenuation
contrast is too limited or when chemically-resolved images are
desired. As a �rst example, micro-CT can be coupled with x-
ray di� action (XRD) in so-called “pencil-beam” x-ray di� rac-
tion tomography [203]; the 3D image is obtained from tomo-
graphic inversion of the x-ray di� raction (rather than attenua-
tion) signal. Another example is non-destructive integrated CT-
XRD instrument [204, 205], in which �rst the CT measurement
is carried out followed by XRD targeting the ROI. Tomogra-
phy Assisted Chemical Correlation (TACCo) enables simulta-
neous visualisation and chemical analysis of complex materi-
als [206]. This technique combines x-ray micro-CT and elec-
tron probe microanalysis (EPMA) to produce 3D maps of the
micro-structure and distribution of chemical constituents within
tested materials. The combination of tomography and chemi-

Not reproduced

Figure 15: CT images of cement paste exposed to water (a) and CsCl solution
(b). Here the penetration front in the cement paste cannot be determined clearly
when using pure water, while it becomes more evident once water with CsCl is
used. (Reproduced from Reference [197], with permission.)

cal or mineralogical analysis techniques has great potential to
provide new insights on the degradation of concrete [207], by
providing detailed information on the altered layers of concrete
a� ected by carbonation, corrosion, leaching or sulphate attack.

6. Static observations

In the present section, we discussstaticapplications of micro-
CT to cementitious materials. By “static”, we mean applica-
tions where only one snapshot of the sample is considered, pos-
sible evolutions of the microstructures being disregarded. We
�rst discuss observations of well-contrasted features (pores and
various non-cementitious inclusions) that are embedded in (but
not part of) the cementitious matrix. The section closes on the
more challenging quanti�cation of the cementitious matrix it-
self.

6.1. Observation of well-contrasted features
The macroscopic properties of cementitious materials are

controlled by the structure of their porous network, and many
studies have been focused on the analysis of the porous network
in relation with e.g. mechanical or durability macroscopic prop-
erties. The pore-size distribution typically ranges from a few
tens of nanometres to few millimetres, which makes this inves-
tigation all the more challenging. Owing to the excellent resolu-
tion and contrast between air and cement paste, x-ray micro-CT
is well-suited to characterize the three-dimensional structure of
the porous network and extract various microstructural param-
eters such as total porosity, pore-size distribution, connectivity,
tortuosity, . . .

The contrast between air and hydration products results in
images that can be readily segmented, and that allow for reliable
estimation of microstructural parameters such as the the pore-
size distribution. As an example, Leite and Monteiro [208]
used micro-CT to evaluate the in�uence of recycled aggregate
preconditioning on the pore size distribution of new concrete
(see Figure 16). X-ray micro-CT has been used to characterize:
i. concrete samples cast with di� erentw=c ratios [209],ii. sys-
tems containing di� erent chemical [210–214] or mineral [195,
215–221] additions,iii. cementitious materials based on novel
binders [5, 222–227]. Recently, the porosity of cement grains
was also analysed using x-ray micro-CT [228].

X-ray micro-CT has also received a lot of attention in the
�eld of cementitious materials containing additional engineered
porosity, such as insulating materials [229–231], aerated ce-
ment paste [232], porous concrete [233, 234], [230] lightweight
mortar containing polymer waste aggregates [235], foamed con-
crete [236, 237], alkali-activated foams [238, 239] (see Fig-
ure 17 as an example). The resulting 3D images have then been
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Not reproduced

Figure 16: Micro-CT images of concrete prisms (5500� 7500� 2100f� mg)
showing the size and spatial distribution of the pores as well as the correspond-
ing pore-size distributions. Samples are new concrete cast with aggregates re-
cycled from high strength original concrete with various preconditioning (DRY
– dry aggregate, SSD – saturated surface dry aggregate). (Reproduced from
Reference [208], with permission.)

Not reproduced

Figure 17: Void distribution of the specimen insulating cement paste specimens
with Aer solids depending on the void size: (a) voids with radius of 10–30� m,
(b) voids with radius of 30–50� m, (c) voids with radius larger than 50� m.
(Reproduced from Reference [230], with permission.)

used to estimate macroscopic properties such as air permeabil-
ity [229, 240] and thermal conductivity [236] of such porous
cementitious materials.

Tomographic images can also provide information on the
pore connectivity, pore spacing factor, tortuosity of pores and
extent of percolation of the pore network [241–243]. For these
purposes, mostly lower energies (15–25 keV) resulting in higher
resolutions (0.5–1� m), owing to the smaller focal spot size,
were used. For the analysis of pore connectivity, after carrying
out the pore segmentation and identi�cation, the connected pore
clusters are labelled. The output of the pore cluster labelling
can be the number of pore clusters and their sizes, their co-
ordinates and the distance between disconnected pores, which
can be correlated with macroscopic permeability properties of
cementitious materials. There has been an e� ort to addition-
ally quantify pore connectivity [244], speci�ed as the number
of void voxels in the largest percolating pore cluster divided by
the total number of void voxels in the VOI. Thus, a pore con-
nectivity of 1.0 indicates that all void voxels in the segmented
porosity are interconnected. Tortuosity of the pore network is
usually estimated using random-walker simulation in the 3D
pore space [245–249]. To perform the simulation, a random
pore voxel is chosen as the initial position of each walker, the
migration of which is con�ned exclusively to voxels that have
been identi�ed as pore space. The di� usion tortuosity is mea-
sured as the ratio of the self-di� usion of a walker in free space
to the self-di� usion of a walker in the porous medium [247].

With the increase in computer power and the development
of sophisticated models, we believe that there is great oppor-
tunity to simulate complex phenomena in the cementitious ma-
trix, based on the pore microstructure obtained using x-ray micro-
CT. Besides the already mentioned random walker simulations,
examples of such applications can be found in References [250–
252].

Micro-CT is often complemented with other techniques in
order to investigate the smallest pores, that would otherwise re-
main undetected. An example of integration of MIP and CT can
be seen in the work by Das et al. [5], where MIP was used to
determine the pore-size distribution in the range of 0:0036� m

Not reproduced

Figure 18: Distribution of pores obtained using MIP and micro CT on �y ash
geopolymer paste. The �gure shows that both techniques are complementary
in terms of size of pores. (Reproduced from Reference [5], with permission.)

to 10� m to complement the CT studies that probed sizes in the
range of 0:74 � m to 50� m.

CT application to porosity studies has challenges, such as
the dependency of the pore structure parameters on the scan
resolution [246, 253]. Gallucci et al. [253] reported that poros-
ity and pore connectivity measured by micro-CT strongly de-
pended on the voxel size (spatial resolution). Indeed, they showed
that decreasing the voxel size (from 2.67 to 2, 1.34 and 0:67 � m)
induced an increase of the calculated pore network connectiv-
ity (from 0 to 66 and 82 to 95 % respectively) and calculated
porosity (from 5.03 to 6.63 and 11.48 to 18.6 % respectively).
Opposing results were obtained by du Plessis et al. [254], who
reported that the pore size distribution histograms in the region
of overlap are similar regardless of resolution and duration of
scanning. Their conclusion was based on an experimental pro-
gram where the spatial resolution varied from 5 to 100 microns
and the duration of scanning from 5 min to 1 h. They con-
cluded that CT can be an e� cient, simple and cost-e� ective
tool for the analysis of pore size distribution and porosity calcu-
lation and visualisation, especially when large pores of interest
and large batches of samples need to be compared.

Pore structure was also found to show signi�cant variations
along the test specimen, meaning that the results are depended
on the chosen region of interest (ROI) [255]. Due to the in-
herent heterogeneity of pore structure within the sample of ce-
mentitious material, the parameters estimated are signi�cantly
a� ected by the number of traverse lines selected for a single
section and the number of sectional images selected across the
volume of specimens [256]. Therefore, care should be taken to
identify ROI when comparing changes in porosity in dynamic
scanning (scanning with time lapses) and to analyse a su� cient
number of traverse lines and sectional images to obtain a repre-
sentative and reliable value with low standard deviation.

Besides pores, x-ray micro-CT has been used to investi-
gate the dispersion in the cementitious matrix of various fea-
tures and additions that are embedded in modern concrete to
enhance its properties and create high-performance materials:
wood [257], steel [258, 259], polymer [260], PET [261] and
carbon �bres [262–265], recycled aggregates [208], phase chang-
ing materials [266, 267], cenospheres [268], hemp particles [269],
graphene oxide agglomerates [270, 271], waterborne epoxy resin [272],
dense (unhydrated cement grains) and porous parts of cement
matrix [273] and even features within Imperial Roman archi-
tectural mortar [274]. Again, the rather good contrast in density
and x-ray linear attenuation between the features of interest and
the surrounding cementitious matrix is what made their x-ray
imaging possible.

Steel �bre reinforced concrete is a canonical example of
such applications, owing to the excellent contrast between steel,
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Figure 19: X-CT observation of the distribution of steel �bres in �bre reinforced
concrete. (a) steel �bres aligned using electro-magnetic �eld, (b) non-aligned
steel �bres. (Reproduced from Reference [281], with permission.)

cementitious matrix and air, as illustrated in Figure 19. Mi-
crostructural parameters such as �bre volume fraction, distance
between �bres and distribution of �bre orientations [275] can
be extracted from the 3D images and correlated to the material
performance [196, 276–279]. Herrmann et al. [280] propose a
procedure based on the analysis of the Hessian matrix of the
image to retrieve the �bers and their orientations. This is il-
lustrated by Oesch et al. [275] who demonstrate how the cast-
ing procedure a� ects the angular distribution of �bres. More
avanced applications include the visualization of the fracture
surface and computation of the energy dissipated by cracking
in �bre reinforced specimens [258].

Wood and synthetic �bres, are more di� cult to resolve, be-
cause their low x-ray attenuation is similar to that of voids.
Such �bres are often segmented by means of shape and size-
based �lters [282]. Herńandez-Cruz et al. [260, 283] visualized
the preferred orientation of synthetic �bres, the ASR gel forma-
tion, the preferred crack initiation sites, the crack propagation
paths and the aggregate dissolution due to ASR. Beltran and
Schlange [257] showed that the curvature of wood �bres corre-
lates with the strength of the matrix.

Another application of static observations is imaging of sin-
gle components of cementitious materials, such as cement or
aggregate particles, in order to incorporate a more realistic de-
scription of their shape in numerical simulations. Conventional
numerical simulations of the hydration reaction often assume
a spherical cement particle, because of the inherent simpli�ca-
tion in algorithm formulations and corresponding reduced com-
puter time. There is a strong motivation to use tomographic im-
ages to develop realistic but still cost-e� ective particle shapes
of cement [284–287] and aggregate [288–290] (see Figure 20).
Tomographic analysis showed that surface area vs. volume of
cement particles di� ers from that of a spherical grains, with ce-
ment particles tending to be prolate, i.e. with one dimension
greater than the two others [291–293]. Since the shape of ce-
ment particles plays a signi�cant role in the hydration process,
di� erences between assumed and real cement particle shape can
lead to signi�cant di� erences between simulated and experi-
mental hydration studies. In the work of Holzer et al. [292] on
cement particle shape and their in�uence on modeling, x-ray
micro-CT was used to examine the 3D shape of particles in the
20–60� m sieve range. Focused ion beam nano-tomography
was used to examine the 3D shape of cement particles found in
the 0.4–2:0 � m, leading to a statistical particle analysis across
the full size range.

6.2. Intra-matrix observations

Investigation of the cementitious matrix itself is motivated
by a recent trend in the cement and concrete industry which
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Figure 20: Two views each of two cement particles: (a) equivalent spherical
diameter of about 36� m, (b) equivalent spherical diameter of the particle of
about 15� m. (Reproduced from Reference [284], with permission.)

Not reproduced

Figure 21: (Left) Grayscale image of the four primary hydration products in
portland cement, synthesized in the laboratory and layered on top of each other:
C-S-H gel, calcium hydroxide (CH), monosulfate (AFm) and ettringite (AFt).
The contrast between all four phases is rather low. (Right) Histogram of the
gray levels for each pure phase. (Reproduced from Reference [296], with per-
mission.)

aims at controlling the macroscopic properties of cementitious
materials by carefully tuning their microstructure. This is no
mean feat owing to the complex, multi-phase [294] and multi-
scale [205] nature of these materials. The Visible Cement Data
Set [295] was an early attempt at making 3D data of Portland
cement pastes freely available to the scienti�c community.

The various phases in a cementitious matrix [244] are usu-
ally identi�ed on the basis of their gray level. However, the
contrast between the various hydration products is usually very
low. Deboodt et al. [296] performed a thorough methodolog-
ical work to overcome the limitations caused by low contrast
between the four primary hydrated phases in portland cement,
namely: C–S–H, calcium hydroxide, monosulfate and ettrin-
gite. To do so, they imaged the pure phases as well as binary
and quaternary mixtures of phases (see Figure 21). Based on
the gray-level histogram of the pure phases, they quanti�ed the
composition of binary and quaternary mixtures, thus paving the
way to quantitative phase characterization. For now, such ap-
proaches are limited to monochromatic (synchrotron) experi-
ments, where beam hardening can be neglected.

7. Dynamic observations

The present section is devoted todynamicapplications of
x-ray micro-CT to cementitious materials. By “dynamic”, we
mean applications that account for microstructural changes over
time. Real-time dynamic observations are still rather challeng-
ing, as they require fast (or ultra-fast) tomography facilities.
However, for su� ciently slow evolutions, dynamic observa-
tions may be achieved by acquiring conventional scans at in-
tervals of several days (months, years). Such dynamic appli-
cations are of course only possible because tomography is a
non-destructive technique. Image registration is the process that

Not reproduced

Figure 22: Evolution of the gray-level histograms during hydration of OPC
and CSA cement. Hydration products are identi�ed by their gray scale value.
(Reproduced from Reference [297], with permission.)
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matches corresponding regions of interest in two or more three-
dimensional images of the sample; it is a crucial step of the
analysis of dynamic observations [298].

7.1. Hydration

Monitoring the hydration is probably the most obvious (but
maybe not the most easily performed) application of dynamic
x-ray micro-CT to cementitious materials.

x-ray micro-CT has o� ered a deeper insight into the hydra-
tion of cementitious materials. For example, it has been used
to measure the amount of reacting anhydrous cement grains, to
monitor changes in the porosity of the hydrating matrix [253,
299–301] and to reveal the spatial and temporal relationship
between di� erent paste components depending on the compo-
sition of the cementitious mix [202, 297, 302]. X-ray micro-
CT can be coupled with other techniques or used to support
their �ndings, e.g. ultrasonic pulse velocity (UPV) [303], non-
contact electrical resistivity (NER) [303] and acoustic emission
(AE) [20]. In most cases energies of around 10–15 keV were
used in order to ensure the required resolution (below 1� m).

Chotard et al. [20] suggested that hydration is a heteroge-
neous process that may start at the core of the sample, and
spread towards its boundaries. Helfen et al. [304] were able
to observe the nucleation of cracks induced by autogeneous
shrinkage and to quantify the development of porosity with time.
More recently, Gastaldi et al. [297] measured time evolving
gray-level histograms that were then used to obtain informa-
tion about the evolution of the hydration products of OPC and
CSA cement (see Figure 22). Parissatto et al. [202] used the
same method to quantify the evolution of hydrating cement sys-
tems with two di� erent water-to-cement ratio. Wang et al. [298]
scanned three di� erent cement mixes during the �rst 28 days of
the hydration process (scans were performed at 1, 7, 14, 21 and
28 days). This enabled them to follow changes in the 3D mi-
crostructure during hydration, such as �lling of air voids and
decrease in the amount of unreacted anhydrous cement parti-
cles.

Using an advanced topological analysis of the complex porous
network (albeit at the scale of the resolution of the experiment),
Levitz et al. [305] observed an apparent “depercolation” of the
porous network between 83h and 150h of setting, while the
measured electric conductivity did not vanish. These results
indicate that the smallest (sub-micron) pores play a signi�cant
role on the transport properties of cementitious materials.

7.2. Durability-related observations

Besides the hydration process, evolution of the microstruc-
ture and the physico-chemical properties can be induced by in-
teractions with the surrounding environment (e.g. exposure to
climatic conditions). At the macro-scale, these alterations result
in variations of strength, permeability, ion di� usion coe� cient
and pore structure [244], which can impact the durability of
the structure. X-ray micro-CT allows the observation of such
changes at the micro-scale. Various degradation processes are
discussed below.

Not reproduced

Figure 23: Cross-section through three di� erent pastes exposed to acetic acid
(top row) and butyric acid (bottom row), with clearly visible layers of degrada-
tion. (Reproduced from Reference [314], with permission.)

Leaching/acid attack. Concrete leaching is often the result of
a �uid attack (pure water or water with much lower pH than
that of the pore solution), and leads to the hydrolysis of ce-
ment paste hydrates [306, 307]. The main consequence of con-
crete leaching is a porosity increase of the cement matrix; new
pores are formed in the altered layer after dissolution of anhy-
drous cement minerals (C2S, C3S) or hydration products (C–S–
H, ettringite and portlandite). Altered layers are visible using
x-ray micro-CT through changes in porosity [244, 308–310],
changes in x-ray linear attenuation coe� cient between sound
and leached matrix [306, 311–313, 313–316] or internal crack-
ing and damage [317–319]. Dyer [314] used x-ray micro-CT to
evaluate the in�uence of cement type on its resistance to organic
(butyric, acetic) acids. The resulting images (see Figure 23)
clearly show the existence of three zones: a darker outer zone
in which decalci�cation of the paste is essentially complete, a
zone beyond this where the process of decalci�cation is ongo-
ing, and a lighter inner zone which is currently una� ected by
acid attack. Di� erences in the resistance to acid in the case of
binder with �y ash and CSA cement was also observed. It was
also observed by Rougelot et al. [311] that leaching can result
in a drastic reduction of the strength of the cementitious matrix
which can in turn induce microcracking.

Additionally, increase of porosity and degree of pore con-
nectivity in cement matrix in contact with water during elec-
trochemically accelerated leaching test were observed using x-
ray micro-CT and quanti�ed using random walker simulations
[308], while the modeling of the phenomena was further devel-
oped in Reference [310]. Based on the tomography data it was
possible to establish a correlation between CaO/SiO2 molar ra-
tio and the di� usion tortuosity of degraded matrix, calculated
using random walk simulation.

Corrosion. During corrosion of the reinforcement embedded
in concrete, two processes occur concurrently:i. formation of
a corrosion layer around the rebars andii. formation of cracks.
Dynamic x-ray micro-CT experiments were performed to mon-
itor the thickness of the corrosion layer [320, 321], cracking of
the cementitious matrix [322–324], for various types of steel [323,
325, 326] or mixes of concrete [327, 328]. Such observations
are quantitative: for example, the corroded surface area can be
estimated [329, 330].

The critical issue for such applications is to �nd the optimal
beam energy that allows the beam to pass through the sample
while minimizing artefacts around the steel reinforcement. Fur-
thermore, owing to the high absorption coe� cient of steel, it is
usually necessary to reduce the diameter of the rebars down to
small values that may be deemed unrealistic.

Despite these restrictions, x-ray micro-CT usually delivers
images that can readily be analyzed, owing to the high contrast
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Figure 24: 2-phase segmentation of the carbon steel (CS) and the ferritic stain-
less steel (FSS) samples at di� erent times. The steel is in light gray, the propa-
gating corrosion products are in orange, and the propagating cracks and the air
voids are in dark gray. (Reproduced from Reference [325], with permission.)

Not reproduced

Figure 25: a) Volume rendering collating 'ASR phenomena' (in red); b) ren-
dering of voids with deposited ASR gel (light blue). (Reproduced from Refer-
ence [336], with permission.)

between steel, corrosion products and concrete. This is illus-
trated on Figure 24, where steel is shown in light gray, cracks
and voids in dark gray and corrosion products in orange. In this
research, Itty et al. [325] compared how corrosion propagates
for two types of reinforcing steel (CS: carbon steel — FSS:
ferritic stainless steel). It was shown that corrosion occurs in
general around the whole surface of CS rebars, while it is more
local on one side of the rebar in the case of FSS.

X-ray micro-CT shines at dynamical evaluation of corrod-
ing samples: formation of cracks and their �lling with corrosion
products [320, 323]. The information is of crucial importance
for modeling and predicting time to cracking of the concrete
due to reinforcement corrosion [331].

Alkali-silica reaction. Chemical reactions may develop between
siliceous minerals contained in aggregates and alkali and hy-
droxyls ions from the cement paste. An expansive alkali-silica
gel forms as a result around the grains. It reaches the surface of
the concrete structure through pop-outs and cracks [332].

X-ray micro-CT has been applied to alkali-silica degraded
samples to observe changes in void volume and type [333–335],
grain detachment owing to ASR gel rims [334] and spatial dis-
tribution of alkali-silica gel within the matrix [283]. In the work
performed by Marinoni et al. [336], micro CT was coupled
with synchrotron radiation micro x-ray di� raction to charac-
terize ASR gel morphologically and crystallographically in situ
at the microscale. The authors were able to observe ASR phe-
nomena throughout the sample and analyse speci�c voids with
deposited ASR gel, as shown in Figure 25. Finally, x-ray micro-
CT can deliver validation data for complex, multi-physics mod-
els of ASR induced failure [337].

Carbonation. Calcium bearing phases, such as portlandite and
C–S–H, react with carbon dioxide to form carbonates. Depend-
ing on the amount of available portlandite, carbonation is fol-
lowed by the densi�cation of the matrix microstructure in the
case of OPC cements or coarsening of pore structure in the case
of low pH binders [6, 338, 339]. The amounts of calcium bear-
ing phases decomposed and carbonates formed are typically
quanti�ed through traditional methods such as thermogravimet-
ric analysis and XRD. Such techniques may be combined with
mercury intrusion porosimetry to measure changes in pore size
distribution.

Not reproduced

Figure 26: Carbonation front depth evolution of the specimen with di� erent
additions of slag. (Reproduced from Reference [344], with permission.)

Work by Han et al. [340] showed how more advanced meth-
ods, such as SEM, nanoindentation and x-ray micro-CT can
also be used to evaluate carbonation of concrete. In Refer-
ence [341], the x-ray attenuation method (XRAM) was used
to compute the local calcium carbonate content and reveal the
spatial distribution of CaCO3 formed during carbonation from
the comparison of scans of the sound and carbonated sample.
It should be mentioned that accelerated carbonation is usually
preferred, as natural carbonation is too slow a process for in-
situ monitoring [342]. In the above-mentioned works, the val-
ues obtained through x-ray micro-CT are shown to agree with
thermogravimetric analysis and quantitative carbonation pro-
�les. X-ray micro-CT was also used to follow the evolution
of carbonation-induced cracks [343] and other microstructural
changes [340]. Figure 26 (reproduced from Reference [344])
shows how the carbonation depth increases with exposure times
and the addition of blast furnace slag (BFS) in the binder. Ad-
ditionally, many cracks caused by carbonation shrinkage can be
observed.

Self-healing.The development of cementitious materials that
present the potential for self-healing is a very active area of
research. Self-healing ability is usually achieved by introduc-
tion of substances that are inert in sound concrete, but can be
triggered by some changes within the material. These changes
include formation of cracks or decrease of pH value of the pore
solution. Once triggered, these substances react with the ce-
mentitious matrix to form hydration products or carbonates that
precipitate in the cracks. Penetration of �uids into the matrix is
thus reduced.

Since the process involves �lling of existing voids and cracks
(that o� er excellent contrast with the surrounding solid ma-
trix), x-ray micro-CT is well suited to assessing the e� ciency of
self-healing substances [345–349]. Microcapsules are presently
the favored vessel for these self-healing substances, be it poly-
mers [350–353], calcium sulfoaluminate cement (CSA) [354]
or corrosion inhibitors [355]. Figure 27 shows the healing ef-
�ciency of hydrogel with and without encapsulated bacterial
spores [347]. In this study, x-ray micro-CT allowed Wang et al.
to evaluate and compare the amount and distribution of precip-
itate formed during self-healing for all samples.

Exposition to extreme temperatures.During continuous cycles
of freezing and thawing, water in capillary cavities and voids
gets frozen and melted, thereby causing micro-cracking, spalling
and scaling in the cementitious matrix. Similarly, concrete ex-
posed to very high temperatures induced by �re undergoes changes
in pore structure, loss in compressive strength, cracking and
spalling. In both cases, x-ray micro-CT observations of the re-
sulting microstructural alterations (damage) is fairly straight-
forward, since the objects that need to be visualised (cracks,
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Figure 27: 3D rendered view of the spatial distribution of healing products (in
yellow) in the reference mortar (R) and mortars with hydrogels (m-h: without
encapsuled bacterial spores; m-HS: with encapsulated bacterial spores). The
images clearly show that sample m-HS produced the largest amount of precip-
itate, which is mostly located in a thick surface layer. Mortar cylinders were
manually cracked and exposed to weting/drying cycles before scanning. (Re-
produced from Reference [347], with permission.)

Not reproduced

Figure 28: Extraction of connected crack system from microtomographic im-
ages of mortar exposed to frost. The whole crack network is displayed in black
in the left image, while the largest connected crack system is displayed in the
right image. (Reproduced from Reference [363], with permission.)

larger pores, disintegration of the matrix) are in the micro-scale
range. For freeze-thaw cycles, it is thus possible to evaluate
micro-porosity changes [356–361], calculate crack tortuosity [362,
363] or feed a model of frost-induced micro-structural dam-
age [364]. Concerning exposure to very high temperatures,
x-ray micro-CT was used to observe fracture and changes in
micro-porosity [365–370]. Figure 28 shows a 3D image of
cracks and air voids within mortar exposed to frost [363].

7.3. Cracking

Understanding the mechanical response of cementitious ma-
terials, including creep, damage and cracking, and the com-
plex relationship between the multi-scale microstructure and
the macroscopic mechanical properties is a long standing scien-
ti�c challenge that remains widely open. Load-induced crack-
ing of concrete can be quanti�ed by various techniques such as
acoustic emissions (AE) [371], computer vision, digital speckle
pattern interferometry (DSPI) and digital image correlation (DIC) [372],
x-ray micro-CT being again extremely well suited to the task [373].

In ex-situ experiments, cracking is induced in the sample
outside the tomography facility. In this approach, the whole
range of loadings is available, from simple compressive test-
ing [374–378] to indentation [379], fracture testing [274, 380]
and drying [381, 382].

Even though ex-situ experiments provide invaluable infor-
mation, it is deemed preferable to perform in-situ imaging, if
only to allow for multiple loading steps. In other words, the
sample undergoes loading while tomographic data are acquired.
Numerous loading devices have been developed, the main tech-
nical issue being the fact that the opaque components should
not prevent imaging of the ROI. Although in-situ compression
tests have been clearly favored in the literature [380, 383–389],
bending tests [390, 391] and split test [392] are also possi-
ble. In an example by Skarzyński [391], x-ray micro-CT was
coupled with digital image correlation to evaluate fracture in a
wedge-splitting test. Data from x-ray micro-CT were used to
visualise crack width distribution in concrete, as shown in Fig-
ure 29 and to analyse �bre orientation and pore structure within
concrete reinforced with industrial and recycled steel �bres.

Not reproduced

Figure 29: Micro-CT analysis of an in-situ wedge splitting test. The images
show the crack width distribution in concrete samples reinforced with: a) in-
dustrial steel �bers and b) recycled steel �bers (right). (Reproduced from Ref-
erence [391], with permission.)

Characterization of cracks by x-ray micro-CT can be chal-
lenging, owing to the fact that the size of micro-cracks and
micro-pores can be close to the spatial resolution. In a recent
work, Chateau et al. [393] proposed an alternative approach,
based on a new image subtraction technique that allows the de-
tection of sub-voxel cracks. These authors claim an accuracy of
about one tenth of a voxel.

X-ray micro-CT data obtained can be used to feed 3D simu-
lations or mechanical models [394–402]. For such applications,
having reliable data on the internal changes in the microstruc-
ture of concrete as a function of load level is of paramount im-
portance for both calibration and validation of models.

C. CUTTING-EDGE TOMOGRAPHY

8. Nanotomography

The wide range of applications described in the previous
sections clearly shows that x-ray micro-CT with spatial reso-
lutions of up to a half-micron is a well-established and ma-
ture technique. However, the hierarchical porous structure of
cementitious materials ranges from nanometer to macroscopic
scale [403], and there is pressing demand for x-raynano-CT,
that o� ers resolutions well below the micron.

Before we discuss x-ray nano-CT, though, grating-based x-
ray dark-�eld tomography should be mentioned. This technique
takes advantage of the fact that the dark-�eld signal can provide
sub-pixel information [404].

Nanotomography is still evolving but the progress achieved
in the last decade has been remarkable. Note, however, that the
requirement of using small sample size demands careful sam-
ple preparation and the often low-quality of the nano-CT data
is still challenging. The quanti�cation of the 3D morphology
on length scales ranging from less than 10 nanometers to one
micron can provide unique information on the transport prop-
erties and mechanical strength. Brisard et al. [405] reported
the �rst 3D synchrotron soft x-ray nano-CT of cement paste
with a 30 nm spatial resolution (see Figure 30) and were able
to estimate the small angle-scattering spectrum from the power
spectrum of the projection image. This direct application of the
Fourier slice theorem was successfully validated with the mor-
phological quanti�cation of calcium silicate hydrates using soft
x-ray ptychographic imaging [406], a new technique that will
be presented later on. Note that soft (resp. hard) x-rays refer to
x-rays with low (resp. high) energy. It is convenient to de�ne
the limits of the soft x-ray energy range as the carbon and sulfur
K-edges (about 300 eV and 2500 eV, respectively).

Soft x-ray nano-CT was also used to characterize the nanoscale
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Figure 30: Left: x-ray nano-CT of a two-month-old Portland cement paste re-
constructed from 101 projections spanning� 50� to +50� . The region of inter-
est is about 2� m; Right: computed small-angle scattering using the 3D recon-
struction image shown on the left. In continuous black line: 3D spectral density
of the gray-level �eld is used for theI(q) computation. In dotted red line: 3D
spectral density of a two-level structure obtained after a segmentation of the 3D
gray-level image preserving the external envelop of the cluster. (Reproduced
from Reference [405], with permission.)

Not reproduced

Figure 31: 3D Al-tobermorite crystal clusters in a relict lime clast. (a) typ-
ical XM transmission image obtained with 280 eV incident x-ray. (b) high-
resolution nano-CT reconstruction obtained with 510 eV incident x-ray. (c)
associated topological skeleton. (Reproduced from Reference [407], with per-
mission.)

structure of Al-tobermorite clusters in ancient Roman concrete
(see Reference [407] and Figure 31). The 3D image (Figure 31b)
was obtained by reconstructing the transmission images taken
at successive tilt angles. Experimentally, it is not possible to
access all tilt angles and that leads to a case of limited angle
nano-CT. Precise alignment of the images is critical for conver-
gence of the reconstruction so gold beads were dispersed over
the sample to provide �duciary markers (see Figure 31a). To
study the topology of the cluster, a three-dimensional skeleton
graph (see Figure 31c), formed by vertexes and links, was gen-
erated from the nanotomographic image. The connectedness
number15 C ' 0:65 for the cluster indicates a well-connected
solid mass.

Provis et al. [408] did pioneering hard x-ray nano-CT to
characterize the three-dimensional pore structure of the alumi-
nosilicate geopolymer gel and to demonstrate the direct binding
of geopolymer gel onto unreacted �y ash precursor particles
(see Figure 32). Note that, unlike the limited angle tomography
described previously, their technique allows for experimental
measurements over the full 360� rotation.

Hu et al. [409] were able to integrate synchrotron-based x-
ray nano-CT and nano x-ray �uorescence to obtain high-resolution
3D images containing detailed chemical information. Their ap-
proach was able to distinguish seven nano-inclusions with dif-
ferent chemical compositions within a single �y-ash particle.
This technique was also successfully applied to the study of

15C = � (a � b)=a, wherea is the number of vertices (isolated or not) andb
is the number of links.

Not reproduced

Figure 32: Cross-section through the �y ash particle, showing the hollow �y
ash cenosphere particle structure, inhomogeneous particle wall and aluminosil-
icate geopolymer gel attached. (Reproduced from Reference [408], with per-
mission.)

Not reproduced

Figure 33: Comparison between 3D images obtained by experiments and by
modeling. (A) particles on a tungsten needle at the beginning of the experiment;
(B) hydrating system after 7 h. C3S particles are shown in dark gray, tungsten
needle in light gray and hydration products transparent; (C) simulation of the
particles shown in (A); (D) entire volume of simulated hydration product after
7 h shown in transparent gray; (E) distribution of simulated C–S–H (transparent
gray) and Ca(OH)2 (light green) after 7 h. (Reproduced from Reference [412],
with permission.)

early hydration of triclinic C3S [410, 411] and the results pro-
vided new insights on the rate of reaction and morphology of
the early hydration products.

A recent paper by Bullard et al. [412] shows the great po-
tential of integrating high-performance computing and the syn-
chrotron experimental of early hydration of C3S. Figure 33 com-
pares the solid phase volume fractions, spatial distribution and
morphology of the hydration products obtained by the model-
ing and the experimental results.

There is great interest to study the topology of the hydra-
tion products, particularly C–S–H, in the range of 1� 100 nm.
Progress towards the development of Fresnel lenses capable
of producing spatial resolution of a few nanometers [413] has
been slow so the use of coherent lensless x-ray imaging, or
Coherent Di� raction Imaging (CDI) becomes very attractive
(Chapman and Nugent [414] give a good introduction to this
approach). Fast developments in CDI led to great progress in
solving the “phase problem” created by the fact that CCD de-
tectors or photographic only measure the intensity of the light
so the phase information is lost. Phase retrieval methods have
been developed to recover the phase information from data con-
taining only intensity information. These methods mainly use
Fourier transform-based iterative algorithms that converge to a
real-space image containing both the phase and intensity infor-
mation.

The advances in CDI and traditional scanning transmission
microscopy (STXM) were combined to create x-ray ptycho-
graphic microscopy. The mathematical formulation of ptychog-
raphy is complex so for interested reader we recommend:i. a
comprehensive review (up to 2008) by Rodenburg [415] and
the early developments of Hoppe [416], the pioneer in the �eld,
ii. the book of Zheng [417] on Fourier Ptychographic Imaging
that contains many MATLABR
 routines to illustrate the formu-
lations andiii. a recent review of x-ray ptychography by Pfeif-
fer [418].

The �rst studies of ptychography imaging of cements were
reported by Trtik et al. [419] using hard x-rays and Bae et al. [406]
using soft x-rays. Silva et al. [420] presented a careful study
of 3D nano-CT using ptychography to determine the spatially
resolved mass density and water content of the C–S–H in a ce-
ment paste (Figure 34). This technique was also used success-
fully to characterize the in-situ hydration of Ye'elimite [421]
and the chemistry and mass density of aluminum hydroxide gel
in eco-cements [422].
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Figure 34: (a) phase contrast and (b) absorption images of a hydrated cement
paste. UN: Unhydrated C3S; CH: calcium hydroxide; C–S–H: calcium silicate
hydrate; Q: quartz capillary; and W: pore solution. (c) 3D images of phases in
the hydrated cement paste. (Reproduced from Reference [420], with permis-
sion.)

9. Challenges and opportunities

Our review of more than 400 papers shows that many ap-
plications of x-ray micro-CT to cementitious materials can now
be considered as routine experiments, in the sense that they are
performed within a fairly standard x-ray micro-CT facility and
do not require advanced sample preparation nor image process-
ing techniques. In this section, we �rst select a few papers that
best illustrate these routine applications, and then hint at some
challenges that we believe x-ray micro-CT will have to face in
the coming years, such as: ultra-fast experiments, gray-level
imaging, coupling with over characterization techniques, and
making the best out of the large amounts of generated data.

Static imaging of well-contrasted features (pores, steel �-
bres) was �rst performed about two decades ago [222, 383] and
is nowadays fairly standard. The challenge in this area is now to
go beyond the production of pretty images and carry outquan-
titative analyses to extract microstructural parameters or even
simulate physical processes. Such advanced applications were
illustrated by Promentilla et al. [245, 246] (tortuosity of pore
network) or Ponikiewski et al. [277] (distribution of steel �-
bres).

Cementitious materials evolve in time (owing to the hydra-
tion process itself and various degradations induced by the sur-
rounding environment). Monitoring this evolution usually re-
quires non-destructive techniques such as x-ray micro-CT. As
illustrated above, dynamic observations have already been per-
formed (see the remarkable works of e.g. Gallucci et al. [253]
for hydration; Bentz et al. [423] for degradation by sulfate at-
tack; Han et al. [424] for carbonation). However, we do believe
that x-ray micro-CT has not yet revealed its full potential in
this area and will continue to deliver spectacular advances in
the years to come.

In particular, there is a strong motivation for acquiring ultra-
fast in-situ data of cement hydration with very high spatial res-
olution. Currently, the time resolution is around 20 seconds
per square micron with a 10 nm spatial resolution; however, the
development of faster detectors coupled with improvements in
robust data analysis can make such ultra-fast experiments a re-
ality.

Gray level imaging, by which we mean: analysing quanti-
tatively (in terms of chemical composition, local porosity, . . . )
the gray level of each single voxel of the 3D reconstruction is
also a topic with immense potential. For cementitious materi-
als, a �rst step has recently been made by Deboodt et al. [296].

John Donne wrote in 1624 that “No Man is an Island”.
Likewise, x-ray micro-CT is part of a whole range of character-
ization techniques that ought to be cross-correlated. The com-

plex cement hydration reactions produce a hierarchical material
that develops over many time scales, with a microstructure that
also spans several orders of magnitude in length scales. One
single characterization technique cannot possibly cover such
large ranges and there is a need to combine the data obtained
from various techniques across di� erent length- and time-scales
in order to deliver a synergetic description of cementitious ma-
terials. From this perspective, it is necessary to ensure that suf-
�cient overlap exists between the various characterization tech-
niques involved. For example, there has been for a long time a
gap between TEM nanoscale imaging and x-ray micro-CT mi-
croscale imaging. Owing to recent developments, we believe
that ptychography might provide the missing link between these
two essential characterization techniques, while also providing
chemical distributions not otherwise available [19].

Even though the use of chemical admixtures, such as air-
entraining and superplasticizers, is prevalent in a modern con-
crete mixture proportion, how they are incorporated into the ce-
ment hydration products is still poorly understood. Using the C
1s-edge in a soft x-ray scanning transmission x-ray microscope,
it is possible to combine ptychographic imaging and computed
spectro-tomography to image the 3D morphology of the hydra-
tion products and the oxidation states of the organic molecules
as they interact with inorganic products. Special care should be
taken to avoid radiation damage, so the use of a cryo-stage is
highly recommended.

Finally, x-ray micro-CT and cementitious materials �t per-
fectly in our Big Data era. Indeed, over the last two decades,
x-ray micro-CT has become main stream in the �eld of ce-
mentitious materials and each tomography experiment that is
reported in the literature generates large datasets. As a conse-
quence, in total, a huge amount of data is now available. This
data is often collected for very speci�c needs, which means that
most of the information that it contains remains to be exploited.
Sharing this data across various laboratories would allow for
further analysis by other groups; naturally the researchers that
initially produced the data would have to be properly credited.
Clearly, there is a need fori. a global, comprehensive reposi-
tory of cement and concrete 3D images andii. application of
data mining and machine learning techniques to the resulting
datasets.

Regarding itemi., NASA has already set up a database16

that stores the metadata of available datasets, including how to
access these datasets. Regarding itemii., Pelt and Sethian [425]
have recently developed a powerful mixed-scale dense convo-
lutional neural network, which signi�cantly improved on tradi-
tional image-processing neural networks. The proposed scheme
is easy to train and requires few parameters. Although the
method has only been applied to 2D images and small collec-
tions of slices through 3D images, it has great potential to be
successfully used in the complex segmentation and labeling of
concrete containing various phases (ie, pores, lightweight ag-
gregate, microcracks, cracks, �bers).

16https://data.nasa.gov/ , last retrieved 2019-06-19.
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Conclusion

The present review shows that, in the last 15 to 20 years, x-
ray computed tomography has become ade factotool for non-
destructive imaging of cementitious materials. The technique is
routinely used to e.g.i. analyse the microstructure: 3D geome-
try of the porous network, spatial distribution of phases, angu-
lar distribution of steel reinforcement (�bers), orii. monitor the
evolution of mechanical and chemical damage: cracking and
degradation through leaching, alkali-silica reaction, carbona-
tion, . . . . It should be emphasized that in most cases, the result-
ing 3D images can –and in our view, should always– be anal-
ysedquantitatively; in other words, a tomography experiment
delivers ameasurement, rather than a mere (albeit attractive)
image.

X-ray computed tomography must face in the coming years
a few exciting challenges. Improvements of the spatial resolu-
tion are of course always welcome, considering the multiscale
nature of cementitious materials. Time resolution has also re-
cently received a lot of attention, and we believe that

developments would undoubtedly o� er a new perspective
on such problems as hydration of the cement paste, or creep of
the cementitious matrix. We also have high hopes regarding 3D
chemical mapping.

X-ray computed tomography is known for generating a large
amount of data. This will only get worse with time- and chemically-
resolved experiments, which deliver 4D and multispectral im-
ages, respectively. Processing this data is a task that should not
be overlooked, and for which innovative computational tech-
niques such as machine-learning will probably play a key role.
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[283] D. Herńandez-Cruz, C. W. Hargis, J. Dominowski, M. J. Radler, P. J.
Monteiro, Fiber reinforced mortar a� ected by alkali-silica reaction: A
study by synchrotron microtomography, Cement and Concrete Com-
posites 68 (2016) 123–130.doi:10.1016/j.cemconcomp.2016.02.

28



003.
[284] E. Garboczi, J. Bullard, Shape analysis of a reference cement, Cement

and Concrete Research 34 (10) (2004) 1933–1937.doi:10.1016/j.
cemconres.2004.01.006 .

[285] S. Erdo�gan, X. Nie, P. Stutzman, E. Garboczi, Micrometer-scale 3-
D shape characterization of eight cements: Particle shape and cement
chemistry, and the e� ect of particle shape on laser di� raction particle
size measurement, Cement and Concrete Research 40 (5) (2010) 731–
739. doi:10.1016/j.cemconres.2009.12.006 .

[286] H. He, Z. Guo, P. Stroeven, M. Stroeven, L. J. Sluys, Strategy on simu-
lation of arbitrary-shaped cement grains in concrete, Image Analysis &
Stereology 29 (2) (2011) 79.doi:10.5566/ias.v29.p79-84 .

[287] H. He, P. Stroeven, E. Pirard, L. Courard, On the Shape Simulation of
Aggregate and Cement Particles in a DEM System, Advances in Mate-
rials Science and Engineering 2015 (2015) 1–7.doi:10.1155/2015/
692768.

[288] E. Garboczi, Three-dimensional mathematical analysis of particle shape
using X-ray tomography and spherical harmonics: Application to aggre-
gates used in concrete, Cement and Concrete Research 32 (10) (2002)
1621–1638.doi:10.1016/S0008-8846(02)00836-0 .

[289] E. Masad, S. Saadeh, T. Al-Rousan, E. Garboczi, D. Little, Computa-
tions of particle surface characteristics using optical and X-ray CT im-
ages, Computational Materials Science 34 (4) (2005) 406–424.doi:
10.1016/j.commatsci.2005.01.010 .

[290] T. Liu, S. Qin, D. Zou, W. Song, J. Teng, Mesoscopic modeling
method of concrete based on statistical analysis of CT images, Con-
struction and Building Materials 192 (2018) 429–441.doi:10.1016/
j.conbuildmat.2018.10.136 .

[291] L. Holzer, B. Muench, M. Wegmann, P. Gasser, R. J. Flatt, FIB-
Nanotomography of Particulate Systems—Part I: Particle Shape and
Topology of Interfaces, Journal of the American Ceramic Society 89 (8)
(2006) 2577–2585.doi:10.1111/j.1551-2916.2006.00974.x .

[292] L. Holzer, R. J. Flatt, S. T. Erdo�gan, J. W. Bullard, E. J. Garboczi,
Shape Comparison between 0.4-2.0 and 20-60� m Cement Particles,
Journal of the American Ceramic Society (Mar. 2010).doi:10.1111/
j.1551-2916.2010.03654.x .

[293] B. Munch, P. Gasser, L. Holzer, R. Flatt, FIB-Nanotomography of Par-
ticulate Systems—Part II: Particle Recognition and E� ect of Bound-
ary Truncation, Journal of the American Ceramic Society 89 (8) (2006)
2586–2595.doi:10.1111/j.1551-2916.2006.01121.x .

[294] H. F. W. Taylor, Cement chemistry, 2nd Edition, T. Telford, London,
1997.

[295] D. Bentz, S. Mizell, S. Satter�eld, J. Devaney, W. George, P. Ketcham,
J. Graham, J. Porter�eld, D. Quenard, F. Vallee, H. Sallee, E. Boller,
J. Baruchel, The visible cement data set, Journal of Research of the Na-
tional Institute of Standards and Technology 107 (2) (2002) 137–148.
doi:10.6028/jres.107.013 .

[296] T. Deboodt, J. H. Ideker, O. B. Isgor, D. Wildenschild, Quanti�cation
of synthesized hydration products using synchrotron microtomography
and spectral analysis, Construction and Building Materials 157 (2017)
476–488.doi:10.1016/j.conbuildmat.2017.09.031 .

[297] D. Gastaldi, F. Canonico, L. Capelli, E. Boccaleri, M. Milanesio,
L. Palin, G. Croce, F. Marone, K. Mader, M. Stampanoni, In situ to-
mographic investigation on the early hydration behaviors of cement-
ing systems, Construction and Building Materials 29 (2012) 284–290.
doi:10.1016/j.conbuildmat.2011.10.016 .

[298] L. Wang, B. Yang, A. Abraham, L. Qi, X. Zhao, Z. Chen, Construc-
tion of dynamic three-dimensional microstructure for the hydration of
cement using 3d image registration, Pattern Analysis and Applications
17 (3) (2014) 655–665.doi:10.1007/s10044-013-0335-9 .

[299] J. Adrien, S. Meille, S. Tadier, E. Maire, L. Sasaki, In-situ X-ray tomo-
graphic monitoring of gypsum plaster setting, Cement and Concrete Re-
search 82 (2016) 107–116.doi:10.1016/j.cemconres.2015.12.
011.

[300] M. Moradian, Q. Hu, M. Aboustait, M. T. Ley, J. C. Hanan, X. Xiao,
G. W. Scherer, Z. Zhang, Direct observation of void evolution during
cement hydration, Materials & Design 136 (2017) 137–149.doi:10.
1016/j.matdes.2017.09.056 .

[301] X. Zhu, Z. Zhang, K. Yang, B. Magee, Y. Wang, L. Yu, S. Nanukuttan,
Q. Li, S. Mu, C. Yang, M. Basheer, Characterisation of pore structure
development of alkali-activated slag cement during early hydration using

electrical responses, Cement and Concrete Composites 89 (2018) 139–
149. doi:10.1016/j.cemconcomp.2018.02.016 .

[302] T. J. Chotard, M. P. Boncoeur-Martel, A. Smith, J. P. Dupuy, C. Gault,
Application of X-Ray Computed Tomography for Evaluating Density-
Gradient Formation during Hydration of Aluminous Cement at the
Young Age, Key Engineering Materials 206-213 (2002) 1863–1866.
doi:10.4028/www.scientific.net/KEM.206-213.1863 .

[303] Z. Liu, Y. Zhang, G. Sun, Q. Jiang, Observation of microstructure forma-
tion process of cement paste using non-destructive methods, Magazine
of Concrete Research 64 (11) (2012) 957–965.doi:10.1680/macr.
11.00149.

[304] L. Helfen, F. Dehn, P. Mikul�́k, T. Baumbach, Three-dimensional imag-
ing of cement microstructure evolution during hydration, Advances in
Cement Research 17 (3) (2005) 103–111.doi:10.1680/adcr.2005.
17.3.103 .

[305] P. Levitz, V. Tariel, M. Stampanoni, E. Gallucci, Topology of evolving
pore networks, The European Physical Journal Applied Physics 60 (2)
(2012) 24202.doi:10.1051/epjap/2012120156 .

[306] N. Burlion, D. Bernard, D. Chen, X-ray microtomography: Applica-
tion to microstructure analysis of a cementitious material during leach-
ing process, Cement and Concrete Research 36 (2) (2006) 346–357.
doi:10.1016/j.cemconres.2005.04.008 .

[307] R. El-Hachem, E. Rozi�ere, F. Grondin, A. Loukili, Multi-criteria anal-
ysis of the mechanism of degradation of Portland cement based mor-
tars exposed to external sulphate attack, Cement and Concrete Research
42 (10) (2012) 1327–1335.doi:10.1016/j.cemconres.2012.06.
005.

[308] T. Sugiyama, M. Promentilla, T. Hitomi, N. Takeda, Application of syn-
chrotron microtomography for pore structure characterization of deteri-
orated cementitious materials due to leaching, Cement and Concrete Re-
search 40 (8) (2010) 1265–1270.doi:10.1016/j.cemconres.2009.
10.009 .

[309] K. Wan, Q. Xu, L. Li, W. Sun, 3d porosity distribution of partly calcium
leached cement paste, Construction and Building Materials 48 (2013)
11–15.doi:10.1016/j.conbuildmat.2013.06.073 .

[310] M. Promentilla, S. Cortez, R. Papel, B. Tablada, T. Sugiyama, Evalua-
tion of Microstructure and Transport Properties of Deteriorated Cemen-
titious Materials from Their X-ray Computed Tomography (CT) Images,
Materials 9 (5) (2016) 388.doi:10.3390/ma9050388 .

[311] T. Rougelot, N. Burlion, D. Bernard, F. Skoczylas, About microcracking
due to leaching in cementitious composites: X-ray microtomography de-
scription and numerical approach, Cement and Concrete Research 40 (2)
(2010) 271–283.doi:10.1016/j.cemconres.2009.09.021 .

[312] K. Wan, Y. Li, W. Sun, Application of tomography for solid calcium dis-
tributions in calcium leaching cement paste, Construction and Building
Materials 36 (2012) 913–917.doi:10.1016/j.conbuildmat.2012.
06.069 .

[313] A. Koenig, F. Dehn, Main considerations for the determination and
evaluation of the acid resistance of cementitious materials, Mate-
rials and Structures 49 (5) (2016) 1693–1703.doi:10.1617/
s11527-015-0605-7 .

[314] T. Dyer, In�uence of cement type on resistance to attack from two
carboxylic acids, Cement and Concrete Composites 83 (2017) 20–35.
doi:10.1016/j.cemconcomp.2017.07.004 .

[315] K. P. Ramaswamy, M. Santhanam, A study of deterioration of cement
paste due to acid attack using X-ray computed micro-tomography, Ad-
vances in Cement Research 30 (3) (2018) 123–138.doi:10.1680/
jadcr.17.00032 .

[316] M. Muthu, M. Santhanam, E� ect of reduced graphene oxide, alumina
and silica nanoparticles on the deterioration characteristics of Port-
land cement paste exposed to acidic environment, Cement and Con-
crete Composites 91 (2018) 118–137.doi:10.1016/j.cemconcomp.
2018.05.005 .

[317] S. Stock, N. Naik, A. Wilkinson, K. Kurtis, X-ray microtomography
(microCT) of the progression of sulfate attack of cement paste, Cement
and Concrete Research 32 (10) (2002) 1673–1675.doi:10.1016/
S0008-8846(02)00814-1 .

[318] N. Naik, A. Jupe, S. Stock, A. Wilkinson, P. Lee, K. Kurtis, Sulfate
attack monitored by microCT and EDXRD: In�uence of cement type,
water-to-cement ratio, and aggregate, Cement and Concrete Research
36 (1) (2006) 144–159.doi:10.1016/j.cemconres.2005.06.004 .

29



[319] Y. Yang, Y. Zhang, W. She, N. Liu, Z. Liu, In situ observing the ero-
sion process of cement pastes exposed to di� erent sulfate solutions with
X-ray computed tomography, Construction and Building Materials 176
(2018) 556–565.doi:10.1016/j.conbuildmat.2018.05.093 .

[320] B. �Savija, M. Lukovíc, S. A. S. Hosseini, J. Pacheco, E. Schlangen,
Corrosion induced cover cracking studied by X-ray computed tomogra-
phy, nanoindentation, and energy dispersive X-ray spectrometry (EDS),
Materials and Structures 48 (7) (2015) 2043–2062.doi:10.1617/
s11527-014-0292-9 .

[321] B. Dong, G. Fang, Y. Liu, P. Dong, J. Zhang, F. Xing, S. Hong, Monitor-
ing reinforcement corrosion and corrosion-induced cracking by X-ray
microcomputed tomography method, Cement and Concrete Research
100 (2017) 311–321.doi:10.1016/j.cemconres.2017.07.009 .

[322] A. Michel, B. J. Pease, M. R. Geiker, H. Stang, J. F. Olesen, Mon-
itoring reinforcement corrosion and corrosion-induced cracking using
non-destructive x-ray attenuation measurements, Cement and Concrete
Research 41 (11) (2011) 1085–1094.doi:10.1016/j.cemconres.
2011.06.006 .

[323] C. Van Steen, M. Wevers, E. Verstrynge, X-ray computed tomography
for the detection of corrosion-induced damage at the reinforcement-
concrete interface, in: Proceedings of the 7th Conference on Industrial
Computed Tomography, Leuven, Belgium, 2017.

[324] B. Dong, G. Shi, P. Dong, W. Ding, X. Teng, S. Qin, Y. Liu, F. Xing,
S. Hong, Visualized tracing of rebar corrosion evolution in concrete with
x-ray micro-computed tomography method, Cement and Concrete Com-
posites 92 (2018) 102–109.doi:10.1016/j.cemconcomp.2018.06.
003.

[325] P.-A. Itty, M. Serdar, C. Meral, D. Parkinson, A. A. MacDowell, D. Bje-
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[339] A. Morandeau, M. Thíery, P. Dangla, Impact of accelerated carbonation
on OPC cement paste blended with �y ash, Cement and Concrete Re-
search 67 (2015) 226–236.doi:10.1016/j.cemconres.2014.10.
003.

[340] J. Han, Y. Liang, W. Sun, W. Liu, S. Wang, Microstructure Modi�cation
of Carbonated Cement Paste with Six Kinds of Modern Microscopic
Instruments, Journal of Materials in Civil Engineering 27 (10) (2015)
04014262.doi:10.1061/(ASCE)MT.1943-5533.0001210 .

[341] D. Cui, W. Sun, N. Banthia, Use of tomography to understand the in-
�uence of preconditioning on carbonation tests in cement-based ma-
terials, Cement and Concrete Composites 88 (2018) 52–63.doi:
10.1016/j.cemconcomp.2018.01.011 .

[342] K. Wan, Q. Xu, Y. Wang, G. Pan, 3d spatial distribution of the calcium
carbonate caused by carbonation of cement paste, Cement and Con-
crete Composites 45 (2014) 255–263.doi:10.1016/j.cemconcomp.
2013.10.011 .

[343] J. Han, W. Sun, G. Pan, In situ dynamic XCT imaging of the mi-
crostructure evolution of cement mortar in accelerated carbonation re-
action, Magazine of Concrete Research 64 (11) (2012) 1025–1031.
doi:10.1680/macr.11.00173 .

[344] J. Han, W. Sun, G. Pan, Analysis of di� erent contents of blast-
furnace slag e� ect on carbonation properties of hardened binder paste
using micro-XCT technique, in: G. Ye, K. van Breugel, W. Sun,
C. Miao (Eds.), Proceedings of the 2nd International Conference on
Microstructural-related Durability of Cementitious Composites, Vol.
Pro083, RILEM Publications SARL, 2012, pp. 228–234.

[345] T. Ahn, D. Kim, S. Kang, Crack Self-Healing Behavior of High Per-
formance Fiber Reinforced Cement Composites under Various En-
vironmental Conditions, in: Earth and Space 2012, Proceedings,
ASCE, Pasadena, California, United States, 2012.doi:10.1061/
9780784412190.068.

[346] K. Van Tittelboom, D. Snoeck, P. Vontobel, F. H. Wittmann, N. De Belie,
Use of neutron radiography and tomography to visualize the autonomous
crack sealing e� ciency in cementitious materials, Materials and Struc-
tures 46 (1-2) (2013) 105–121.doi:10.1617/s11527-012-9887-1 .

[347] J. Wang, J. Dewanckele, V. Cnudde, S. Van Vlierberghe, W. Verstraete,
N. De Belie, X-ray computed tomography proof of bacterial-based self-
healing in concrete, Cement and Concrete Composites 53 (2014) 289–
304. doi:10.1016/j.cemconcomp.2014.07.014 .

[348] K. Olivier, A. Darquennes, F. Benboudjema, R. Gagné, Early-Age
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