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Debonding of a circular inclusion: asymmetric propagation of a pair of cracks
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Abstract

Crack propagation associated with two initially symmetrical cracks located at the interface between an inclusion and the surrounding matrix, subjected to remote traction, is studied by means of Griffith’s energy criterion within the framework of Linear elastic fracture mechanics. Using Muskhelishvili’s method of complex potentials, we derive semi-analytical expressions of the stress intensity factor and energy release rate at the crack-tip. Finally, the discussion of the crack propagation mode is investigated. Based on these results, we discuss the mode of propagation of the cracks. Our analysis points at the possibility of a single-sided, rather than simultaneous, symmetric crack growth, even if both initial configuration and loading are symmetric.

Keywords: Interfacial crack, Complex potentials, Stress intensity factor,Energy release rate, Griffith’s energy criterion, Oscillatory character near the crack tip, owing to the presence of a \( r^\beta \) factor [\( r \): distance to the crack tip; \( \beta \): bimaterial constant of Williams (1959)]. These oscillations make the linear elastic solution unphysical, since they result in the interpenetration of the upper and lower crack faces near the crack tip (Sun and Jin, 2012). However, as argued by e.g. Rice (1988), the solution remains relevant for the purpose of analyzing crack propagation.

The state of stress at the tip of interfacial cracks combines both modes I and II, and the energy release rate \( G \), combined with Irwin’s formula (Irwin, 1957), which is known to extend to interfacial cracks (Malysh and Salganik, 1965; Sun and Jih, 1987), was used to carry out this analysis.

The motivation for this work is the development of a micromechanical model for composites accounting for partially bounded inclusions and propagation of interfacial cracks. The basic building block for such a model is the fundamental solution to the problem of a single, partially bonded inclusion. In the case of uniaxial tension, hasty symmetry considerations would predict that two symmetrical cracks will develop (see figure 1 with \( \beta_1 = \beta_2 \)). However, many studies suggest that, even under uniaxial tension, cracks may nucleate and propagate asymmetrically (Leguillon, 2002; Mantić, 2009; Kushch et al., 2011a; García et al., 2015).

The present work is therefore an investigation of the fundamental solution to the problem of two coaxial arc cracks of differing lengths around the interface of a circular inclusion, embedded in a homogeneous matrix and subjected to a remote stress. Within the framework of the Muskhelishvili complex potentials, we thus extend two special cases already studied in the literature: indeed, taking first \( \beta_1 = 0 \), then \( \beta_1 = \beta_2 \) (see figure 1), we retrieve the solutions of Perlman and Sih (1967); Toya (1974); Prasad and Simha (2003) for a single crack and of Prasad and Simha (2002) for two cracks that have the same \( \beta \) figure 1 with \( \beta_1 = \beta_2 \).

The present work is therefore an investigation of the fundamental solution to the problem of two coaxial arc cracks of differing lengths around the interface of a circular inclusion, embedded in a homogeneous matrix and subjected to a remote stress. Within the framework of the Muskhelisvili complex potentials, we thus extend two special cases already studied in the literature: indeed, taking first \( \beta_1 = 0 \), then \( \beta_1 = \beta_2 \) (see figure 1), we retrieve the solutions of Perlman and Sih (1967); Toya (1974); Prasad and Simha (2003) for a single crack and of Prasad and Simha (2002) for two cracks that have the same length. Propagation of the crack(s) is then analyzed by means of energetic arguments.

The paper is organised as follows. In section 2, we briefly
overview the derivation of our fundamental solution. In section 3, we deduce from this solution the complex stress intensity factors at the crack tip along an inclusion-matrix interface and the total energy release rate. The resulting semi-analytical expressions are compared with direct numerical simulation by the finite element method and the displacement extrapolation method (Ryoji and Sang-Bong, 1989; Gager, 2010). As an application, using energy-based arguments, section 4 finally discusses the symmetric vs. asymmetric propagation of two initially symmetric interfacial cracks.

2. Formulation and solution of problem

We consider the problem of a circular inclusion (radius: a) embedded in an infinite matrix, and subjected to a uniform stress at infinity. The matrix-inclusion interface is cracked along arcs L1 and L2. Both cracks are symmetrical about the horizontal axis; the arc cracks L(i)(i = 1, 2) subtend an angle 2βi (see figure 1). The Young modulus and Poisson ratio of the inclusion (resp. the matrix) are denoted E1 and ν1 (resp. E2 and ν2). Finally, it will be convenient to introduce the domains S+ (resp. S-), occupied by the inclusion (resp. the matrix).

The remainder of this section is devoted to the derivation of the solution to this problem. Following Prasad and Simha (2002) who studied the case of two identical cracks, we use the method of complex potential functions (Muskeshilvili, 1953; Milne-Thomson, 1968).

Before we proceed with the derivation, it should be noted that symmetry about the horizontal axis is not necessary. The general solution of Perlman and Sih (1967) applies even to unsymmetric cases. However the symmetry assumption allows us to go farther than these general solutions and to derive semi-analytical expressions of the stress intensity factors. These solutions are crucial for the discussion of stability.

2.1. General form of the solution

Following the notation of Milne-Thomson (1968), the displacement u and stress σ are expressed in terms of the complex functions W and w as follows

\[ \sigma_{ij} + i\sigma_{ij} = W(z) + \frac{1}{z}W'(z), \]

\[ 2[(\sigma_{ij} + i\sigma_{ij})] = W(z) + \frac{1}{z}W'(z) - (\frac{\sigma}{z})W(z), \]

\[ 4\mu_j\frac{\partial}{\partial \theta}(u_i + iu_i) = iz[k_j W(z) - \frac{1}{z}W'(z) + \frac{2}{z}W(z)], \]

where \( j = 1 \) for \( z \in S^+ \) (inclusion) and \( j = 2 \) for \( z \in S^- \) (matrix) and

\[ \kappa_{ji} \text{plane stress } \frac{3 - \nu_j}{1 + \nu_j} \quad \text{and} \quad \kappa_{ji} \text{plane strain } \frac{3 - 4\nu_j}{2}, \]

We will also use the following bi-material constants

\[ \alpha = \mu_1 + \kappa_2 \rho_2, \quad \mu = \mu_1(1 + \kappa_2) \rho_2(1 + \kappa_1) \quad \text{and} \quad \epsilon = \frac{\ln \alpha}{2\pi}, \]

where \( \mu_i = E_i /[2(1 + \nu_i)], i = 1, 2 \) denotes the shear modulus, \( E_i \) denotes the Young modulus and \( \nu_i \) denotes the Poisson ratio; \( \epsilon \) is known as the oscillatory index.

For circular cracks, it is convenient to introduce the functions \( \Omega_j \) defined as follows (Perlman and Sih, 1967; Prasad and Simha, 2002)

\[ \Omega_j(z) = -\frac{1}{z}W\left(\frac{\alpha_j^2}{z}\right) + \frac{\alpha_j^2}{z}W'\left(\frac{\alpha_j^2}{z}\right) + \frac{\alpha_j^2}{z}W\left(\frac{\alpha_j^2}{z}\right). \]

Perlman and Sih (1967) derived the general expression of \( W_1, W_2, \Omega_1 \) and \( \Omega_2 \) for a set of \( n \) circular cracks. Following the notation of Prasad and Simha (2002), these expressions read, for \( n = 2 \)

\[ (1 + \alpha)W_1(z) = mQ(z) + \chi(z)P(z), \]

\[ (1 + \alpha)\Omega_1(z) = mQ(z) - \chi(z)P(z), \]

\[ (1 + \alpha)W_2(z) = Q(z) + \chi(z)P(z), \]

\[ (1 + \alpha)\Omega_2(z) = Q(z) - \chi(z)P(z), \]

where we have introduced the Plemelj function \( \chi(z) = (z - \bar{z}_1)^{-1/2}i\bar{z}(z - \bar{z}_1)^{-1/2}i\bar{z}(z - \bar{z}_2)^{-1/2}i\bar{z}, \)

\[ \chi(z) = (z - \bar{z}_1)^{-1}i\bar{z}(z - \bar{z}_1)^{-1}i\bar{z}(z - \bar{z}_2)^{-1}i\bar{z}(z - \bar{z}_2)^{-1}i\bar{z}, \]

and

\[ Q(z) = e_0 + \frac{t_1}{z} + \frac{t_2}{z^2}, \quad P(z) = P_1z^2 + P_1z + P_0 + P_{-1}z^{-1} + P_{-2}z^{-2}. \]

\( e_0, t_1, t_2, P_{-2}, \ldots, P_2 \) being 8 constants to be determined. This is discussed in the next section.

2.2. Determination of the integration constants

The 8 integration constants introduced above are found from: i. the behavior at infinity of \( W_2 \) and \( w_2 \) (4 equations), ii. the analyticity of \( W_1 \) and \( w_1 \) at \( z = 0 \) (3 equations) and iii. the single-valuedness of the displacements (1 equation). These three items are briefly described below.
Behavior at infinity of $W_2$ and $w_2$. From Milne-Thomson (1968, chap. IV, §4.10), these functions behave as follows

$$W_2(z) = A^\infty + O(z^{-2}) \quad (z \to \infty),$$

$$w_2(z) = B^\infty + O(z^{-2}) \quad (z \to \infty),$$

where

$$2A^\infty = \sigma_{xx}^\infty + \sigma_{yy}^\infty \quad \text{and} \quad B^\infty = \sigma_{yy}^\infty - \sigma_{xx}^\infty + 2i\sigma_{xy}^\infty,$$

and $\sigma^\infty$ denotes the remote stress.

In the present section, we will make use of the asymptotic expansions of the Plemelj function $\chi$ at infinity and about the origin

$$\chi(z) = z^{-2}[1 + z^{-1}F_{21} + O(z^{-2})] \quad (z \to \infty),$$

$$\chi(z) = F_{10}(1 + zF_{11} + z^2F_{12}) + O(z^3) \quad (z \to 0),$$

where the symbols $F_{ij}$ were introduced by Prasad and Simha (2002) for $\beta_1 = \beta_2$. For $\beta_1 \neq \beta_2$, we find

$$a^2F_{11} = -\exp[2e(\beta_1 + \beta_2)],$$

$$a^2F_{12} = e^2(2 - \cos2\beta_1 - \cos2\beta_2 - 4 \sin\beta_1 \sin\beta_2) + 2e(\sin2\beta_1 + \sin2\beta_2 - \sin(\beta_1 + \beta_2)),$$

$$a^2F_{21} = \cos\beta_1 - \cos\beta_2 - 2e(\sin\beta_1 - \sin\beta_2).$$

Plugging expansion (16) into equation (9) and identifying with equation (13), we find

$$\alpha P_2 + e_0 = (1 + \alpha)A^\infty \quad \text{and} \quad \alpha P_1 + aF_{21}P_2 + t_1 = 0. \quad (22)$$

Then, combining equations (6), (13) and (14) delivers the following expansion of $\Omega_2$ at $z = 0$

$$\Omega_2(z) = \frac{a^2}{z^2}B^\infty + O(1) \quad (z \to 0),$$

which upon identification with equation (10) leads to

$$-F_{10}P_{20} + t_2 = (1 + \alpha)a^2B^\infty,$$

$$F_{10}F_{11}P_{20} + F_{10}P_{10} - t_1 = 0. \quad (25)$$

Analyticity of $W_1$ and $w_1$ at $z = 0$. We finally express that both $W_1$ and $w_1$ must be analytic at $z = 0$. Expanding equation (7) and expressing that the negative power of $z$ must vanish lead to

$$F_{10}P_{20} + m t_1 = 0 \quad \text{and} \quad F_{10}F_{11}P_{20} + F_{10}P_{10} + m t_1 = 0. \quad (26)$$

To express the analyticity of $w_1$ at $z = 0$, we combine equations (6) with the asymptotic expansions of equations (7) and (8) at $z \to 0$ and $z \to \infty$, respectively. We get

$$F_{10}F_{12}P_{20} + F_{10}(F_{11}P_{10} + P_0) - aB_{20} + m(e_0 + \tau_0) = 0, \quad (27)$$

and

$$aP_1 + aF_{21}P_2 - m t_1 = 0. \quad (28)$$

Equations (22), (24), (25), (26) and (28) then lead to

$$e_0 = (1 + \alpha)A^\infty - \alpha P_2, \quad t_1 = 0, \quad t_2 = \frac{1 + \alpha}{1 + m}a^2B^\infty, \quad (29)$$

$$P_{20} = -\frac{m}{F_{10}}t_2, \quad P_{10} = \frac{mF_{11}}{F_{10}}t_2, \quad P_1 = -F_{21}P_2, \quad (30)$$

and it is seen that there remains only two unknown integration constants, namely: $P_0$ and $P_2$, which are related through equation (27)

$$a(1 + 2m)R(P_2) - ia\Im(P_2) = F_{10}P_0 = m\frac{1 + \alpha}{1 + m}(2(1 + m)A^\infty + (F_{11}^2 - F_{12})a^2B^\infty), \quad (31)$$

where $R$ and $\Im$ denote the real and imaginary parts of their argument.

Single-valuedness of the displacements. The remaining equation is found from the condition of single-valuedness of the displacements (Perlman and Sih, 1967)

$$\int_{L_j} \chi^+(t)(P_3 t^2 + P_4 t + P_0 - P_{21}t^{-1} + P_{20}t^{-2})dt = 0, \quad (32)$$

where it is recalled that $L_j \ (j = 1, 2)$ denotes one of the two arc cracks, while $\chi^+$ is defined on $L_1 \cup L_2$ as follows

$$\chi^+(ae^{i\theta}) = \lim_{r \to 0} \chi^+(re^{i\theta}). \quad (33)$$

Selecting crack $L_1$ (located between $z = ae^{-i\beta_1}$ and $z = ae^{i\beta_1}$) in equation (32), we get the condition

$$I_2P_2 + I_1P_1 + I_0P_0 + L_1P_{21} + L_2P_{20} = 0, \quad (34)$$

where

$$I_k = \int_{-\beta_1}^{\beta_1} \cos[\epsilon \ln f_1(\beta_1, \beta_2, \theta) - k\theta] \frac{d\theta}{\sqrt{f_2(\beta_1, \beta_2, \theta)}}. \quad (35)$$

for $k = -2, -1, 0, 1, 2$, with

$$f_1(\beta_1, \beta_2, \theta) = g_1(\beta_1, \beta_2, \theta)g_2(\beta_1, \beta_2, \theta), \quad (36)$$

$$f_2(\beta_1, \beta_2, \theta) = g_1(\beta_1, \beta_2, \theta)g_3(\beta_1, \beta_2, \theta), \quad (37)$$

$$g_1(\beta_1, \beta_2, \theta) = \sin\frac{1}{2}(\beta_1 - \theta) \cos\frac{1}{2}(\beta_2 - \theta), \quad (38)$$

$$g_2(\beta_1, \beta_2, \theta) = \sin\frac{1}{2}(\beta_1 + \theta) \cos\frac{1}{2}(\beta_2 + \theta). \quad (39)$$

Integrals (35) are singular; indeed, when $\theta \to \beta_1$, the argument of the logarithm tends to 0, and the numerator of the integrand oscillates at a frequency that grows exponentially. In order to minimize round-off errors, numerical evaluation of these integrals should normally require that: $i.$ the contribution of each oscillation be computed and stored, $ii.$ positive and negative contributions (ordered by increasing magnitude) be summed separately, $iii.$ the sum of all positive contributions be added to the sum of all negative contributions. Finally, it should be noted that a rigorous bound on the numerical error.
can be produced by means of standard results on alternating series.

However, in the present case, the contribution of each new oscillation decreases exponentially, to the point that even the first oscillation vanishes up to machine precision. The above described rigorous approach therefore turned out to be unnecessary, and we relied without further precautions on the standard quad function from the scipy.integrate Python package1 (which is a wrapper around the Fortran QUADPACK library) to compute the integrals \( I_k \).

Expression of \( P_2 \). Solving equations (31) and (34) finally leads to

\[
\begin{align*}
\mathcal{R}(P_2) &= \{F_{10}[F_{12}I_0 - L_2]\mathcal{R}(P_2) + (F_{11}I_0 - L_1)\mathcal{R}(P_1)\} \\
&+ 2m(1 + \alpha)l_0 \alpha^m [2ml_0 - F_{10}F_{21}I_1 + \alpha l_0] \\
&+ F_{10}l_2^{-1} \\
\mathcal{S}(P_2) &= -F_{10}[F_{12}I_0 - L_2]\mathcal{S}(P_2) + (F_{11}I_0 - L_1)\mathcal{S}(P_1) \\
&\cdot (F_{10}F_{21}I_1 + \alpha l_0 - F_{10}l_2^{-1}),
\end{align*}
\]

and \( P_0 \) is then deduced from e.g. equation (34).

In the next section, the above results are used to express the stress intensity factors, from which the total energy release rate is then deduced. The latter is eventually used in section 4 to analyse the crack propagation.

3. Stress intensity factors and energy release rate

3.1. Complex stress intensity factor

The analytical solution for a plane interface crack between two elastic isotropic materials was obtained by Williams (1959) who found the stresses along the bonded part of the interface and the relative displacements of two lips of the crack, \( \Delta u_i(s, \varphi = \pi) = u_i(s, \varphi = \pi) - u_i(s, \varphi = -\pi) \). According to this solution, the asymptotic expression for the stress and relative displacement when \( s \to 0 \) is given by

\[
\sigma_{mn}(s, \varphi = 0) + i\sigma_{m\varphi}(s, \varphi = 0) = \frac{\mathcal{K}}{\sqrt{2\pi}} e^{-s/2}.
\]

\[
\Delta u_i(s) + i\Delta u_e(s) = \frac{i\mathcal{K}}{(1 + 2is)} e^{i\beta e^{s/2}} - \frac{s\mathcal{K}}{\sqrt{2\pi}} e^{is/2},
\]

where \( s \) and \( e \) are the polar coordinates with pole at the cracktip (see Figure 2, left) and \( 2/E = E^0_1 = 2/E^0_2 \). \( E^0_j \) for plane stress problems, \( E^0_j = E_j/(1 - v^2) \) for plane strain problems.

In the above expressions, \( \mathcal{K} \) denotes the complex stress intensity factor, with “awkwardly complex” (Rice, 1988) physical dimensions: \( \text{MPa} \cdot \sqrt{\text{m}} \) through the introduction of an additional reference length \( \ell \) (Rice, 1988)

\[
K_1 + iK_{1\varphi} = \ell^{\alpha} \mathcal{K}.
\]

Choosing an appropriate value for the reference length \( \ell \) is in general a difficult task, for which there is no clear methodology. However, for the present study, \( \ell \) can be chosen arbitrarily. Indeed, in section 3.3, we compare analytical values of \( K_1 \) and \( K_{1\varphi} \) with finite element estimates; for the purpose of this comparison, \( \ell \) should merely be seen as a normalization constant. Then, in sections 3.4 and 4, our analysis of the propagation of cracks is based on the energy release rate \( G \) and the interfacial toughness \( G_c \). Neither the energy release rate [see equation (5)] nor the interfacial toughness (which is assumed constant) depend on \( \ell \). We therefore chose arbitrarily \( \ell = a \) in the remainder of this paper.

The asymptotic expansions (42) and (43) hold for curved cracks as well. In the present case, \( \sigma_{mn} \) and \( \sigma_{m\varphi} \) can be related to \( \sigma_{rr} \) and \( \sigma_{r\varphi} \) as follows (see Figure 2, right)

\[
\sigma_{mn} + i\sigma_{m\varphi} = \sigma_{rr} - i\sigma_{r\varphi}.
\]

From equations (2) and (6), the traction on the bonded part of the interface can be expressed as

\[
2[(\sigma_{rr})_1 + i(\sigma_{r\varphi})_1](ae^\theta) = W_1^+ (ae^\theta) - \Omega_1^+ (ae^\theta),
\]

where \( \beta_1 < \theta < \pi - \beta_2 \) (or \( -\pi + \beta_2 < \theta < -\beta_1 \)). Furthermore, superscripts + and − in functions \( W_1 \) and \( \Omega_1 \) denote the limit values when \( \theta \to a e^\theta \) from \( z \to +z^+ \) (inclusion) and \( z \to -z^- \) (matrix), respectively.

Substituting in equation (46) the expressions (7) and (8) of the complex potentials \( W_1 \) and \( \Omega_1 \) and using the continuity of \( P, Q \) and \( \chi \) (in the bonded part of the interface) delivers

\[
\sigma_{rr} + i\sigma_{r\varphi} = \frac{1}{2} \chi (ae^\theta) P (ae^\theta).
\]

Then the complex stress intensity factor \( \mathcal{K} \) at the crack tip \( z_1 = ae^\theta_1 \) is obtained from an asymptotic expansion of \( \chi (ae^\theta) \), for \( \theta \to \beta_1 \):

\[
\frac{a^{\alpha} \mathcal{K}}{K_1 - iK_{1\varphi}} = \frac{-i}{2\pi} \exp[i(\beta_1 + \beta_2) - i(\epsilon_1 + \beta_1)] P (ae^\theta_1) \\
= \frac{4a^2 \sin \beta_1 \cos \frac{1}{2} (\beta_1 + \beta_2) \cos \frac{1}{2} (\beta_1 - \beta_2)}{2\sqrt{2}},
\]

\[
(48a)
\]

Figure 2: The local coordinate system \((n, \ell)\) at the crack tip

where
\[
\phi = \ln \frac{\cos \frac{1}{2}(\beta_1 - \beta_2)}{2 \sin \beta_1 \cos \frac{1}{2}(\beta_1 + \beta_2)}.
\] (48b)

It is readily verified that the results of Prasad and Simha (2003) (single crack) and Prasad and Simha (2002) (two identical cracks) are retrieved from equation (48), if we let \( \beta_2 = 0 \) or \( \beta_2 = \beta_1 = \beta \), respectively.

### 3.2. Validity of the solution

Owing to the \( s^p \) factor in equation (43), the displacements of the crack surfaces exhibit an oscillatory character, leading to the upper and lower crack surfaces to overlap near the crack tip. This is physically unrealistic, and the linear elastic solution presented above should be replaced with a non-linear solution accounting for contact. However, as argued by Rice (1988), the linear elastic solution delivers an acceptable approximation of the true solution if the size of the contact area remains small compared with the total crack length.

Let \( s_c \) be the size of the contact zone; it is the largest value of \( s \) such that \( \Delta u_s(s) = 0 \) and
\[
s_c \leq 2a\beta_1
\] (49)

(the contact zone must be shorter than the crack). It can readily be found that \( s_c \) maximizes under the constraint (49) the following quantity (Sun and Qian, 1997)
\[
s_c = \exp \left[ \frac{1}{\epsilon} \left( \tan^{-1} \left( \frac{\mathcal{K}(\mathcal{K}) + 2\epsilon\mathcal{S}(\mathcal{K})}{\mathcal{S}(\mathcal{K}) - 2\epsilon\mathcal{K}(\mathcal{K})} \right) + n\pi \right) \right],
\] (50)

for \( n = \ldots, -2, -1, 0, 1, 2, \ldots \). The above expression does not depend on the reference length \( \ell \), as emphasized by the fact that we used the complex stress-intensity factor \( \mathcal{K} \) to express this value rather than \( K_I \) and \( K_{II} \).

In the case of a hard inclusion subjected to a uniaxial remote stress along the \( x \)-axis, we have plotted \( s_c \) in Figure 3 for various values of \( \beta_1 \) and \( \beta_2 \) (for each curve, \( \beta_2 \) is fixed, while \( \beta_1 \) varies). This figure clearly shows that the extent of the contact zone remains negligible for values of \( \beta_1 \) up to about 55°. As a consequence, it will always be assumed in the remainder of this paper that the cracks are such that \( \beta_1, \beta_2 \leq 55^\circ \), so that the linear elastic solution derived above is an excellent approximation to the true (non-linear) solution.

### 3.3. Comparison with a finite element analysis

We performed a finite element analysis of the above problem with various configurations of the two cracks to check the consistency of our analytical results. We used the finite element code Porofis (Pouya, 2015) to perform plane strains simulations.

The model is depicted on figure 4. In order to minimize boundary effects, we selected a large domain size \( H = 40a \). Uniaxial tractions \( \sigma_{xx} = \sigma_{yy} \) are applied to the left and right edges of this domain while the upper and lower edges are stress-free. We used three-node, linear elements and compensated for their low accuracy (quadratic elements would have been better-suited) with a fine mesh (mesh size \( \sim 0.001a \) near the boundary, away from the crack-tips; mesh size \( \sim 10^{-5}a \) near the crack-tips). Various crack geometries were considered (each resulting in a different mesh):

1. a single crack, i.e. \( \beta_2 = 0 \) and \( \beta_1 = 5^\circ, 10^\circ, 15^\circ, \ldots, 55^\circ \),
2. two symmetrical cracks, i.e \( \beta_1 = \beta_2 = 5^\circ, 10^\circ, 15^\circ, \ldots, 55^\circ \),
3. two asymmetrical cracks: \( \beta_2 = 30^\circ \) and \( \beta_1 = 5^\circ, 10^\circ, 15^\circ, \ldots, 55^\circ \),

and figure 5 shows the mesh that was used for \( \beta_1 = 40^\circ \) and \( \beta_2 = 30^\circ \). For each geometry, the stress intensity factors are estimated for the various combinations of material properties

1. \( E_1 = E_2 \) and \( v_1 = v_2 = 0.25 \) (homogeneous case),
2. \( E_1 = 10E_2, v_1 = 0.2 \) and \( v_2 = 0.3 \) (hard inclusion),
3. \( E_2 = 10E_1, v_1 = 0.2 \) and \( v_2 = 0.3 \) (soft inclusion).
We estimated the stress intensity factors $K_1$ and $K_{II}$ from the quantities $Q_i(s)$ and $Q_{II}(s)$ defined as follows [see equation (43)]:

$$Q_i + iQ_{II} = \frac{1 + 2i\epsilon}{8} \sqrt{2\pi E^*} \cosh(\pi \epsilon) \left( \frac{a}{s} \right)^{i\epsilon} (\Delta u_n + i\Delta u_t),$$

where $\Delta u_n(s)$ and $\Delta u_t(s)$ denote the normal and tangent components of the displacement discontinuity ($s$: arc-length from crack tip), which are outputs of the numerical code. As $s \to 0$, this quantity should behave as

$$Q_i + iQ_{II} \sim (K_i + iK_{II}) \sqrt{s}, \quad s \to 0.$$  

(52)

Figure 6 plots nodal values of $Q_i$ and $Q_{II}$ as a function of $\sqrt{s}$. As expected, both quantities vary quasi-linearly with $\sqrt{s}$, which allows to compute $K_i$ and $K_{II}$ through linear regression. To do so, we selected nodes that are both not too close to the crack-tip (where the quality of the fit deteriorates, owing to the singularity) and not too far from the crack-tip [where the asymptotic behavior (52) no longer holds]. We found that the range $0.03 \leq \sqrt{s}/a \leq 0.06$ resulted in a satisfactory fit for all cases considered here.

Figures 7 and 8 show good agreement between the stress intensity factors thus estimated and the analytical formula (48) for $\beta_2 = 30^\circ$ and the whole range of $\beta_1$-values listed above. More extensive comparison (not shown here) confirms that this good agreement carries through the whole range of $\beta_2$-values.

### 3.4. Total energy release rate

Following Sun and Jin (2012), we consider a crack propagation criterion based on the energy release rate. The total energy release rate of a bimaterial interface crack can be related to the complex stress intensity factor through the following extension of Irwin’s formula (Malyshev and Salganik, 1965):

$$G = \frac{1}{E^*} \frac{K K^*}{\cosh^2(\pi \epsilon)}.$$  

(53)

Figure 9 plots, for a hard inclusion under uniaxial far field stress $\sigma_{\infty}^{xx}$, the total energy release rate at the crack-tip $z_1 = e^{i\beta_1}$. For each solid curve in this figure, $\beta_2$ is fixed, while $\beta_1$ varies from $0^\circ$ to $60^\circ$. The broken line refers to the energy release rate for the symmetric case $\beta_1 = \beta_2$. 

---

**Figure 5**: Example of triangular mesh that was generated for the asymmetric case $\beta_1 = 40^\circ$ and $\beta_2 = 30^\circ$.

**Figure 6**: Linear regression of the numerical quantities $Q_i$ and $Q_{II}$, which should behave linearly w.r.t $\sqrt{s}$. The quality of the fit deteriorates for nodes that are too close or too far from the crack-tip. Therefore, only the nodes located in the shaded area are used to perform the linear regression. (hard inclusion, $\beta_1 = 40^\circ, \beta_2 = 30^\circ$)

**Figure 7**: $K_i$ and $K_{II}$ vs. $\beta_1$ (two asymmetrical cracks, $\beta_2 = 30^\circ$, hard inclusion).

**Figure 8**: $K_i$ and $K_{II}$ vs. $\beta_1$ (two asymmetrical cracks, $\beta_2 = 30^\circ$, soft inclusion).
4. Discussion: symmetric versus asymmetric propagation

In this section, we provide a simple application that illustrates how the above analytical results can be used. We consider a partially bonded circular inclusion, as depicted in Figure 1, with \( \beta_1 = \beta_2 = \beta_0 \) (symmetric initial configuration). It is emphasized that we do not assume that debonding from \( \beta_1 = \beta_2 = 0 \) to \( \beta_1 = \beta_2 = \beta_0 > 0 \) occurred through a crack nucleation/propagation process. Rather, we assume that the sample was created with a partially bonded interface and therefore discard any discussion regarding stable vs. unstable propagation of the cracks from \( \beta = 0 \) to \( \beta = \beta_0 \). However contrived, this example lends itself to an interesting analysis, namely the discussion of symmetric versus asymmetric crack propagation.

More precisely, the inclusion is subjected to a uniaxial remote tension \( \sigma_{0x} \) in the \( x \)-direction (Figure 10). When the loading reaches a critical value, cracks 1 and 2 start to propagate. Introducing the increments \( \delta \beta_1 \) and \( \delta \beta_2 \) of the crack angles, hasty symmetry considerations suggest that \( \delta \beta_1 = \delta \beta_2 \). The analysis proposed below shows that in fact, the situation may be more complex, with two possible outcomes: i. symmetric propagation (\( \delta \beta_1 = \delta \beta_2 > 0 \)) and asymmetric propagation (\( \delta \beta_1 > 0 \) and \( \delta \beta_2 = 0 \) or \( \delta \beta_2 > 0 \) and \( \delta \beta_1 = 0 \)) where only one crack propagates. Note that these results are supported (and in fact, motivated) by finite element simulations (not shown here) using a cohesive zone model.

Our discussion is based on energetic arguments, under the following assumptions:

1. The selected propagation mode minimizes the total energy for a prescribed total crack length creation, as argued by e.g. Griffith (1921); Erdogan and Sih (1963).
2. Branching of the cracks into the matrix or the inclusion is not considered.
3. Both cracks propagate symmetrically with respect to the \( x \)-axis.
4. The critical value \( G_c \) is assumed constant.

It should be noted that Assumption 3 is a rather strong assumption for which we have no theoretical justification. However, our numerical simulations seem to confirm that symmetry will first be broken about the \( y \)-axis, rather than the \( x \)-axis, as we intuitively thought.

The total energy \( \Pi \) of the system, to be minimized according to assumption 1, is the sum of the potential energy \( W_p \) and the dissipated energy \( W_d \). Owing to assumption 4, we have \( W_p(\beta_1, \beta_2) = 2a(\beta_1 + \beta_2)G_c \), and

\[
\Pi(\beta_1, \beta_2) = W_p(\beta_1, \beta_2) + 2a(\beta_1 + \beta_2)G_c.
\]

(54)

Starting from an initial configuration \( (\beta_1, \beta_2) \), propagation will occur if a nearby configuration \( (\beta_1 + \delta \beta_1, \beta_2 + \delta \beta_2) \) such that \( \Pi(\beta_1 + \delta \beta_1, \beta_2 + \delta \beta_2) < \Pi(\beta_1, \beta_2) \) can be exhibited with \( \delta \beta_i \geq 0 \) (\( i = 1, 2 \)). Since we explore only nearby states, the energy \( \Pi \) can be expanded about the initial state \( (\beta_1, \beta_2) \):

\[
\Pi(\beta_1 + \delta \beta_1, \beta_2 + \delta \beta_2) = \frac{\partial W_p}{\partial \beta_1} \delta \beta_1 + \frac{\partial W_p}{\partial \beta_2} \delta \beta_2 + 2a(\delta \beta_1 + \delta \beta_2)G_c \\
+ \frac{\partial^2 W_p}{\partial \beta_1^2} \delta \beta_1^2 + \frac{\partial^2 W_p}{\partial \beta_1 \partial \beta_2} \delta \beta_1 \delta \beta_2 + \frac{\partial^2 W_p}{\partial \beta_2^2} \delta \beta_2^2,
\]

(55)

where the derivatives of \( W_p \) are evaluated at \( \beta_1, \beta_2 \). Introducing the energy release rate \( G_i(\beta_1, \beta_2), (i = 1, 2) \) at the tips of crack \( L_i \), we have the classical relation

\[
G_i(\beta_1, \beta_2) = -\frac{\partial W_p}{\partial \beta_i},
\]

(56)

where assumption 3 has been used (which accounts for the factor 2 in the above equation). Combining equations (55) and (56), we find

\[
\Pi(\beta_1 + \delta \beta_1, \beta_2 + \delta \beta_2) = \Pi(\beta_1, \beta_2) \\
+ 2a(G_c - G_1)\delta \beta_1 + 2a(G_c - G_2)\delta \beta_2 \\
- a\frac{\partial G_1}{\partial \beta_1} \delta \beta_1^2 + 2a\frac{\partial G_1}{\partial \beta_2} \delta \beta_1 \delta \beta_2 - a\frac{\partial G_2}{\partial \beta_2} \delta \beta_2^2,
\]

(57)

which shows that propagation can occur only if \( G_1 = G_c \) or \( G_2 = G_c \). In the present case, \( \beta_1 = \beta_2 = \beta_0 \), which means that

\[
G_1 = G_2 = G_c \quad \text{and} \quad \frac{\partial G_1}{\partial \beta_1} = \frac{\partial G_2}{\partial \beta_2} \quad (\beta_1 = \beta_2 = \beta_0)
\]

(58)
at the onset of propagation. Plugging into equation (57), we then have

\[
\Pi(\beta_0 + \delta\beta_1, \beta_0) \leq a(\delta\beta_1^2 + \delta\beta_2) \left| \frac{\partial G_1}{\partial \beta_1} \right|_{\beta_1 = \beta_2 = \beta_0} - 2a\delta\beta_1\delta\beta_2 \left| \frac{\partial G_1}{\partial \beta_2} \right|_{\beta_1 = \beta_2 = \beta_0}.
\]

(59)

According to assumption 1, the propagation mode is such that the energy decrease is maximized, the total length of cracks created being prescribed. In other words, if the total propagation length \(\delta a\) is considered, we consider propagation modes of the form

\[
\delta\beta_1 = \lambda \delta\theta, \delta\beta_2 = (1 - \lambda) \delta\theta,
\]

where \(0 \leq \lambda \leq 1\), and minimize \(\Pi(\beta_0 + \lambda \delta\theta, \beta_0 + (1 - \lambda) \delta\theta)\) with respect to \(\lambda\). From equations (59) and (60),

\[
\Pi(\beta_0 + \lambda \delta\theta, \beta_0 + (1 - \lambda) \delta\theta) = \Pi(\beta_0, \beta_0) - a(\delta\theta) \left| \frac{\partial G_1}{\partial \beta_1} \right|_{\beta_1 = \beta_2 = \beta_0} - 2a\lambda(1 - \lambda) \left( \Psi(\beta_0) \delta\beta_1 \delta\beta_2 \right).
\]

(61)

where \(\Psi(\beta_0) = \left| \frac{\partial G_1}{\partial \beta_1} \right|_{\beta_1 = \beta_2 = \beta_0} - \left| \frac{\partial G_1}{\partial \beta_2} \right|_{\beta_1 = \beta_2 = \beta_0}\). (62)

Minimization of the above quantity with respect to \(\lambda\) is straightforward, and we get

- if \(\Psi(\beta_0) < 0\) then \(\lambda = \frac{1}{2}\): the propagation is symmetric,
- if \(\Psi(\beta_0) > 0\) then \(\lambda = 0\) or \(\lambda = 1\): the propagation is asymmetric.

As an illustration of the above discussion, we consider the case of a hard inclusion (see section 3.3), with \(\beta_0 = 30^\circ\). The matrix is subjected to a uniaxial remote stress \(\sigma_{xx}^\infty\), and the energy release rate \(G_1\) can be expressed as follows:

\[
G_1 = (\sigma_{xx}^\infty)\gamma^2 aG_1(\beta_1, \beta_2).
\]

(63)

Similarly,

\[
\Psi(\beta_0) = (\sigma_{xx}^\infty)\gamma^2 a\Psi(\beta_0) \quad \text{with} \quad \Psi(\beta_0) = \left| \frac{\partial G_1}{\partial \beta_1} \right|_{\beta_1 = \beta_2 = \beta_0} - \left| \frac{\partial G_1}{\partial \beta_2} \right|_{\beta_1 = \beta_2 = \beta_0}.
\]

(64)

We found numerically that in this case \(\Psi(\beta_0) = 0.00176 > 0\). Therefore, propagation is asymmetric. It should be noted that despite our thorough numerical investigations, we were not able to produce a case for which symmetric propagation would occur. This might be related to assumption 4, which might be an over-simplification (Hutchinson and Suo, 1991).

To close this discussion, it should be mentioned that this analysis is restricted to the onset of the propagation of interfacial cracks. In order to investigate the full equilibrium path beyond the critical load, we would need to assess whether propagation is stable or unstable. This again requires a more realistic propagation criterion, since we observed that Assumption 4 \((G_c = \text{const.})\) tends to favor unstable propagation.

5. Conclusion

The solution to the linear elastic equilibrium of a partially bonded, circular inclusion embedded in a homogeneous matrix and subjected to a uniform stress at infinity was investigated by means of the method of complex potentials (Muskhelishvili, 1953). The analysis was simplified by considering two coaxial cracks, albeit with different lengths. These potentials are then used to determine the stress intensity factors and the energy release rate at the crack tips.

The solution obtained in this paper extends those previously established by Perlmutter and Suo (1967); Taya (1974); Prasad and Simha (2003) (single crack) and Prasad and Simha (2002) (two coaxial cracks of equal lengths).

Starting from an initial configuration where the two cracks have equal length, the energy criterion of linear elastic fracture mechanics is then used to analyse the propagation of cracks under a remote loading that is symmetric. It is shown that one-sided crack growth is sometimes more favorable than symmetric crack growth.

The solution presented here is the basic building block of micromechanical damage models taking into account partial debonding of the inclusions. This will be investigated in future works. Another interesting perspective would be to investigate crack propagation with a more realistic criterion (see, e.g., Hutchinson and Suo, 1991). Finally, we would like to combine the present analysis of the crack propagation to the analysis of the crack initiation that was performed by Mantič (2009) and García et al. (2015). In the latter reference, using the coupled stress and energy criterion of Leguillon (2002), the authors conclude that asymmetric, rather than symmetric crack nucleation is often to be expected. They attribute the differences with previous studies (Kushch et al., 2011a,b; Bouhala et al., 2013; Carpinteri et al., 2005) to the “smoothness” of the cohesive zone models that have been used. This point ought to be investigated more thoroughly in future studies.
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