Toward relaxed eddy accumulation measurements of sediment-water exchange in aquatic ecosystems
Bruno J. Lemaire, Christian Noss, Andreas Lorke

To cite this version:
Bruno J. Lemaire, Christian Noss, Andreas Lorke. Toward relaxed eddy accumulation measurements of sediment-water exchange in aquatic ecosystems. Geophysical Research Letters, American Geophysical Union, 2017, 44 (17), pp.8901-8909. 10.1002/2017GL074625. hal-01592668

HAL Id: hal-01592668
https://hal-enpc.archives-ouvertes.fr/hal-01592668
Submitted on 16 Nov 2017

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Toward relaxed eddy accumulation measurements of sediment-water exchange in aquatic ecosystems

Bruno J. Lemaire¹, Christian Noss², and Andreas Lorke³

¹LEESU, AgroParisTech, Ecole des Ponts, UPEC, UPE, Marne-la-Vallée, France, ²Institute for Environmental Sciences, University of Koblenz-Landau, Landau, Germany

Abstract
Solute transport across the sediment-water interface has major implications for water quality and biogeochemical cycling in aquatic ecosystems. Existing measurement techniques, however, are not capable of resolving sediment-water fluxes of most constituents under in situ flow conditions. We investigated whether relaxed eddy accumulation (REA), a micrometeorological technique with conditional sampling of turbulent updrafts and downdrafts, can be adapted to the aquatic environment. We simulated REA fluxes by reanalyzing eddy covariance measurements from a riverine lake. We found that the empirical coefficient that relates mass fluxes to the concentration difference between both REA samples is invariant with scalar and flow and responds as predicted by a joint Gaussian distribution of linearly correlated variables. Simulated REA fluxes differed on average by around 30% from eddy covariance fluxes (mean absolute error). Assessment of the lower quantification limit suggests that REA can potentially be applied for measuring benthic fluxes of a new range of constituents that cannot be assessed by standard eddy covariance methods.

1. Introduction
The exchange of dissolved and particulate-bound organic matter, mineralization products, and pollutants across the sediment-water interface is of paramount importance for the ecology, biogeochemistry, and water quality in aquatic ecosystems. For example, the internal loading with nutrients, which accumulated in lake sediments, has been found to delay for decades the success of restoration efforts combating eutrophication or harmful algae blooms [Paerl and Otten, 2013; Schindler, 2006]. Sediment oxygen uptake and the release of reduced substances are major components of the oxygen mass balance in the water column and affect the occurrence of hypoxic or anoxic conditions [Müller et al., 2012], carbon burial in sediments [Canfield, 1994; Sobek et al., 2009], and greenhouse gas emissions to the atmosphere [Deemer et al., 2016; Tranvik et al., 2009]. The current quantitative understanding of the spatial and temporal dynamics of sediment-water exchange, however, is rather limited. The poor success rate of lake restoration efforts, for example, is most likely related to an underestimation of internal loading [Søndergaard et al., 2007].

Besides biogeochemical constraints and temperature, the temporal dynamics of sediment-water fluxes is strongly affected by near-bed flow. Turbulence controls the thickness of the diffusive concentration boundary layer at the sediment surface [Jørgensen and Revsbech, 1985; Lorke and Peeters, 2006]. The pronounced short-term (minutes to hours) variations of sediment-water fluxes, which have been observed for oxygen in rivers, lakes, and marine systems, are not resolved in most biogeochemical and water quality models, although they have been shown to be of comparable magnitude as temperature-controlled seasonal variations of sediment-water fluxes in shallow lakes [Murniati et al., 2015].

Oxygen fluxes at the sediment-water interface under in situ flow conditions have been measured using the noninvasive eddy covariance (EC) technique, which was adopted from micrometeorology [Baldocchi, 2014; Foken, 2008] and was introduced as the eddy correlation technique in the aquatic environment [Berg et al., 2003]. Application of the EC technique requires fast-response sensors, which are capable of resolving concentration fluctuations caused by turbulent flows, i.e., sensors with response times in the range of 0.1–1 s [Lorrai et al., 2010], while being small enough to cause no disturbances of the flow field. For the aquatic environment, such sensors are readily available for temperature and dissolved oxygen only. The recent development and application of aquatic EC instrumentation has led to improved insights into the oxygen dynamics of sediment-water exchange under in situ flow conditions [Glud et al., 2016; Hume et al., 2011; McGinnis et al., 2014]. However, the complex kinetics of microbial and chemical processes under fluctuating redox
conditions make questionable that fluxes of other constituents, including nutrients, follow the same temporal
dynamics as dissolved oxygen.

For flux measurements in the atmospheric boundary layer, the lack of fast-response sensors for specific compounds has been overcome by relaxed eddy accumulation (REA) measurements [Baldocchi, 2014; Businger and Oncley, 1990]. In this technique, also called “conditional sampling,” the high-frequency concentration measurement required for EC is replaced by accumulating gas samples from turbulent updrafts and downdrafts in separate sample containers (Figure 1). Mass fluxes of air constituents can be estimated from the concentration difference between both samples after typical accumulation periods of 0.5 to 1 h. The sample concentrations can be measured for a broad range of different constituents either by using slow-response field instruments or laboratory analyses. In addition, REA has the potential to yield flux estimates of many of the constituents of suspended matter, including microbes and spores and even DNA and proteins [Baldocchi, 2014].

Despite the great potential of this method, attempts to apply REA for measuring fluxes at the sediment-water interface in aquatic ecosystems have not yet been made. Here we address the question whether REA can be a

Figure 1. (a) Conceptual setup for relaxed eddy accumulation adapted from Bowling et al. [1998] for the aquatic environment. (b–e) Illustration of the sampling periods for measured time series of turbulent fluctuations of vertical velocity, dissolved oxygen concentration, temperature, and suspended matter concentration (the horizontal dashed lines in Figure 1b) represent the velocity threshold \( w_0 = 0.75 \sigma_w \). Water is pumped continuously and collected in the updraft reservoir through the “up” valve when the turbulent fluctuation of vertical velocity \( w' \) measured by the velocimeter is larger than the threshold \( w_0 \) (blue in Figure 1a, blue background in Figures 1b–1e). The sample is collected in the downdraft reservoir through the “down” valve when \( w' < -w_0 \) (orange in Figure 1a, red background in Figures 1b–1e). Sampled water is discarded through the “dead band” valve if \( |w'| \leq w_0 \) (black in Figure 1a, white background in Figures 1b–1e).
feasible approach for sediment-water flux measurements and we provide constraints on the performance and design of such a system. We simulate REA measurements using measured EC fluxes of oxygen, temperature, and suspended matter from a shallow lake and estimate intrinsic measurement parameters. The results are compared to atmospheric applications of this method. Based on the simulations, we estimate analytical requirements for observing fluxes of a variety of solutes and discuss technical challenges in the design and the potential range of use of this technique in aquatic ecosystems.

2. Theoretical Background

In stationary turbulent flows, the upward eddy flux $F$ of a fluid compound is measured as the covariance of the vertical current velocity $w$ and concentration $C$ in the turbulent boundary layer:

$$F = \text{cov}(w, C) = \overline{wC}.$$  

where the overbar denotes temporal averaging and primes the fluctuating components (Reynolds decomposition: $w' = w - \overline{w}$ and $C' = C - \overline{C}$). Concentration and velocity fluctuations must be measured in the same sampling volume and resolve all flux-contributing turbulent eddies. In REA measurements, a sampling pump and one or more fast-switching valves are used to accumulate two separate samples from updrafts and downdrafts by conditional sampling (Figure 1). Mass fluxes can be estimated from the difference between the mean concentrations in the updraft ($\overline{C_1}$) and downdraft ($\overline{C_2}$) samples, as

$$F = b\sigma_w (\overline{C_1} - \overline{C_2}),$$

where $b$ is a dimensionless empirical coefficient and $\sigma_w$ the standard deviation of the vertical flow velocity $\sigma_w = \left(\overline{(w')}^2\right)^{1/2}$ [Hornsby et al., 2009; Olofsson et al., 2005]. To increase the concentration difference between updraft and downdraft samples, a velocity threshold ($w_0$) is frequently applied and samples are collected only if the magnitude of the vertical velocity exceeds this threshold (“dead band” around $w' = 0$ m s$^{-1}$). This slightly reduces the required resolution of the concentration measurements [Busienger and Oncley, 1990] and reduces the number of switches of the valves that control the conditional sampling and errors resulting from transient flow in the sampling tubes. The determination of the coefficient $b$ in equation (2) has received considerable attention in atmospheric applications, while no estimates are available for aquatic environments. With the assumption of cospectral similarity, $b$ is independent of the type of the transported scalar. By further assuming Gaussian probability distributions for $w'$ and $C'$, Wyngaard and Moeng [1992] showed that it equals a constant $b \approx 0.63$. The coefficient can be estimated experimentally for various scalars by combining equations (1) and (2):

$$b = \frac{\overline{wC}}{\sigma_w (\overline{C_1} - \overline{C_2})},$$

either directly if REA and EC measurements are performed simultaneously [Pattey et al., 1993], or by simulating REA sampling with EC measurements [Ammann and Meixner, 2002; Busienger and Oncley, 1990]. Estimates of $b$ based on measured fluxes of heat, water vapor and carbon dioxide in the atmospheric boundary layer were in close agreement and ranged within 0.56–0.58 for unstable and near-neutral daytime conditions [Busienger and Oncley, 1990; Pattey et al., 1993]. For individual 30 min flux estimates, the values showed large scatter, e.g., 0.49 ± 0.13 in stable nighttime conditions [Pattey et al., 1995]. Ammann and Meixner [2002] showed that the dependence of the coefficient $b$ on atmospheric stability can be described using the nondimensional length scale $\zeta/L$, with $\zeta$ being the measurement height above ground and $L$ the Monin-Obukhov length scale. They found an exponential relationship between the coefficient $b$ and the velocity threshold normalized by the standard deviation of vertical velocity:

$$b_{fit} \left(\frac{w_0}{\sigma_w}\right) = b_\infty + (b_0 - b_\infty) \exp\left(-\frac{w_0}{\sigma_w}\right) \quad \text{for } 0 \leq \frac{w_0}{\sigma_w} \leq 2$$

with $b_\infty$ denoting the value of the coefficient $b$ with zero dead band ($w_0 = 0$ m s$^{-1}$), $b_0$ its asymptotic value for $w_0 >> \sigma_w$ and $\alpha$ an attenuation coefficient, and all coefficients depending upon atmospheric stability.
3. Materials and Methods

3.1. Data

We used EC measurements of flow velocity, temperature, dissolved oxygen, and suspended solid concentrations at the sediment-water interface of a riverine lake (Havel River, Germany) to simulate REA flux measurements. Current velocity, temperature, and dissolved oxygen concentration were measured at 8 Hz with an acoustic Doppler velocimeter (ADV), a microthermistor and Clark-type oxygen microelectrodes during 19 instrument deployments at four different sampling sites with 30 to 400 min duration each. The measurements, which are described in greater detail in Murniati et al. [2015], were obtained at a distance of about 15 cm from the sediment surface at water depths between 3.3 and 7.7 m. The average current speed ranged between 1 and 5 cm s\(^{-1}\) and 30 min standard deviation of the vertical velocity \(\sigma_v\) between 0.5 and 5 mm s\(^{-1}\).

Suspended solid concentrations were estimated from acoustic backscatter strength measured by the ADV using a calibration against measured concentrations obtained for Lake Constance [Hofmann et al., 2011]. We computed EC fluxes of heat (temperature), dissolved oxygen, and suspended matter using equation (1) for 104 segments of 30 min measurement duration as described in Murniati et al. [2015]: two axis rotation of the velocity vectors in each segment to compensate for imperfect leveling of the instruments with the sediment-water interface, subtraction of a 1 min running average for estimating turbulent velocity and concentration fluctuations. In addition, the delay between vertical velocity and concentration fluctuation measurements due to physical sensor separation was corrected by shifting both time series relative to each other within a 2 s window for maximizing the flux magnitudes [Donis et al., 2015].

3.2. Simulation of the Coefficient \(b\)

We simulated the differences in dissolved oxygen concentration, temperature, and suspended matter concentration that would be observed for conditional sampling of updraft and downdraft eddy transport (\(\bar{C}_1\) and \(\bar{C}_2\)) during 30 min sample accumulation periods. To do this, we compared the turbulent fluctuations of the measured vertical velocity to the velocity threshold \(w_0\) (Figure 1). The concentration and temperature time series were shifted relative to velocity fluctuations by the same time shifts as during the processing of EC fluxes. The coefficients \(b\) were computed using equation (3) for normalized velocity thresholds \(w_0/\sigma_v\) ranging between 0 and 2 and then fitted to equation (4) to obtain compound-specific values of the coefficients \(b_0, b_w, a_w\) and \(a\).

We investigated whether the coefficient \(b\) depends on properties of the turbulent boundary layer flow, namely, whether its value \(b_0\) computed without velocity threshold varies with the nondimensional boundary layer coordinate \(z u^*/\nu\), where \(z\) is the vertical distance between the sampling volume and the sediment surface, \(u^*\) is the shear velocity, computed as \(u^* = \sqrt{-\nabla \bar{w}}\), and \(\nu\) is the kinematic viscosity of water.

3.3. Simulation of REA Fluxes

We simulated the REA fluxes for normalized velocity thresholds \((w_0/\sigma_v)\) between 0 and 2. For each threshold and variable, we used the corresponding coefficient \(b_{\text{fit}}\) (equation (4)) and we compared two different processing schemes. The first one, which we will refer to as “processing with time shift correction,” is identical with the processing that was applied for the computation of EC fluxes and coefficient \(b\): two axis velocity rotation of each segment, time shifting of concentrations and temperature relative to velocity fluctuations. Because the technical implementation of the time shift correction into a REA measurement system may not be feasible, REA simulations were additionally performed with a velocity processing that could also be applied in situ, which we will refer to as “processing without time shift”: the velocity vectors were rotated using fixed angles for the entire data set and no time shift correction was applied to the concentration and temperature time series.

To find an optimum normalized velocity threshold \((w_0/\sigma_v)^*\) for REA sampling, we minimized the mean absolute error (MAE) between REA and EC fluxes normalized by the absolute value of the mean EC flux. Whereas in atmospheric REA measurements, the optimal velocity threshold \(w_0\) is calculated from the velocity standard deviation in the previous data segment; here, as we did before, we used the measured velocities of the same data segment, which made it possible to compute fluxes for all available segments.
Figure 2. (a) Distributions of the coefficients $b_0$ for oxygen, temperature, and suspended matter ($n = 104$). The boxes demarcate the 25th and 75th percentiles and the whiskers the 95% confidence intervals; median values are marked as red horizontal lines and outliers are shown as red crosses. (b) Median values of the coefficient $b$ as a function of the normalized velocity threshold $w_0/\sigma_w$: the solid line shows the dependence observed in the atmosphere for unstable atmospheric conditions and the dashed line for the theoretical case of a joint Gaussian distribution of velocity and concentration fluctuations [Ammann and Meixner, 2002]. (c) Mean absolute error (MAE) between simulated REA and measured EC fluxes, normalized by the mean EC flux, for dissolved oxygen, heat, and suspended matter as a function of the normalized velocity threshold ($n = 104$) and for both processing schemes for REA. (d–f) REA versus EC fluxes of oxygen, heat, and suspended matter for the optimum normalized velocity of 0.75 (processing without time shift correction); MAE are 33%, 30% and 42% of mean EC fluxes respectively.
3.4. Lower Quantification Limit of REA Fluxes

To assess the analytical requirements for observing fluxes with REA in aquatic environments, we estimated their lower quantification limit \(LQ_{\text{REA}}\) and compared it with flux estimates from literature. The lower quantification limit was determined by replacing the concentration difference in equation (2) by the twofold analytical precision of concentration measurements \(\Delta C\). Since precision depends on the substance, the analytical technique, and the measured concentration, we used an approximate value for the relative measurement precision of \(\Delta C/C = 10\%\), where \(C\) is the average of the concentrations in the two samples.

Finally, the lower quantification limit of REA fluxes can be estimated as follows:

\[
LQ_{\text{REA}} = 2 \cdot b_{\text{fit}} \left( \frac{w_0}{\sigma_w} \right)^* \left( \frac{\Delta C}{C} \right) \sigma_w \overline{C},
\]

where the coefficient \(b_{\text{fit}}\) was computed for the optimum velocity threshold \(\left( \frac{w_0}{\sigma_w} \right)^*\). This quantification limit was computed for two levels of turbulence, which were expressed as the standard deviation of the vertical velocity \(\sigma_w\) of 0.1 and 1 mm s\(^{-1}\) (\(\sigma_w\) varied between 0.5 and 5 mm s\(^{-1}\) in the measurements).

4. Results

The coefficient \(b_0\) estimated with no velocity threshold \((w_0 = 0\text{ mm s}^{-1})\) is of comparable magnitude for oxygen, temperature, and suspended matter (Figure 2a). The median values are 0.60, 0.55, and 0.55 with interquartile ranges of 0.40, 0.34, and 0.29, respectively (\(n = 104\)). The coefficients \(b_0\) were not significantly correlated with the nondimensional measurement height \(z u^*/v\) (\(n = 33\), \(r^2 = 0.05\), \(p = 0.2\)), as expected for a fully mixed layer. There was a consistent dependence of the coefficients \(b\) on the threshold velocity \(w_0\) for all three fluxes (Figure 2b), which followed the dependence described by equation (4) and the

---

**Figure 3.** The lower quantification limit of REA flux measurements for different levels of turbulence \(\sigma_w\) and a relative analytical precision of concentration measurements of 10% (solid lines) is compared to benthic chamber fluxes reported in literature. Filled symbols denote data from freshwater systems and open symbols data from coastal waters. Green indicates main nutrients: ammonium, soluble reactive phosphorus, silicate [Baudinet et al., 1990; Gruneberg et al., 2015; Sakamaki et al., 2006]; red denotes metal ions, Fe\(^{2+}\), Mn\(^{2+}\), Pb\(^{2+}\), Zn\(^{2+}\), Cu\(^{2+}\), Cd\(^{2+}\), and Co\(^{2+}\) [Hellali et al., 2015]. Oxygen fluxes were added for comparison in blue. They were measured in benthic chambers on a tidal flat [Sakamaki et al., 2006] and by eddy covariance in a lake from this study and in a river [Berg et al., 2013] (this last is the highest flux shown in the figure). Note that the lower quantification limit is the same for \(\sigma_w = 0.1\text{ mm s}^{-1}\) and \(\Delta C/C = 10\%\) as for \(\sigma_w = 1\text{ mm s}^{-1}\) and \(\Delta C/C = 1\%\) (equation (5)). More information about the selected flux values is available in supporting information (Table S3).
theoretical relationship for joint Gaussian distributions derived by Ammann and Meixner [2002]. Least squares fits of the observed relationships to equation (4) yielded the following parameters: for oxygen: $b_\omega = 0.152$, $a = 1.35$; for temperature: $b_\omega = 0.0935$, $a = 0.954$; and for suspended matter: $b_\omega = 0.172$, $a = 1.13$ ($n = 101$, $r^2 = 0.99$ for each fit).

Simulated REA fluxes showed best agreement with EC fluxes for normalized velocity thresholds ($w_0/\sigma_\omega$) between 0.7 and 0.8 for all three variables (Figure 2c), corresponding to a threshold velocity between 0.4 and 4 mm s$^{-1}$ for the different data segments. For a Gaussian distribution of velocity fluctuations, a threshold of 0.75$\sigma_\omega$ implies that sampling is conducted during 45% of the total measurement time. At this threshold, the mean absolute error (MAE) between REA and EC fluxes was around 30% for temperature and oxygen, a bit higher for suspended matter. Besides considerable scatter of individual estimates, no systematic deviations between REA and EC fluxes were observed (Figures 2d–2f, processing without time shift correction). Moreover, both processing schemes for REA resulted in comparable differences between REA and EC fluxes (Figure 2c): at zero velocity threshold, the normalized MAE differed by 4 percentage points for oxygen and heat, and by 10 percentage points for particles. The effect of the applied processing was even smaller (between 0 and 3 percentage points) at the optimum velocity threshold.

To assess the feasibility of relaxed eddy accumulation in aquatic ecosystems, we compared its lower quantification limit to flux magnitudes of dissolved nutrients and metal ions reported in literature (Figure 3). They were measured in unknown turbulence conditions, in stirred or unstirred benthic flux chambers in different types of aquatic ecosystems, including estuaries, rivers, and lakes. Most reported fluxes fall below the lower quantification limit for a turbulence level $\sigma_\omega = 1$ mm s$^{-1}$ and for the assumed relative analytical precision of 10%.

5. Discussion and Conclusions

The purpose of this study was to investigate whether relaxed eddy accumulation is a feasible measurement technique for measuring fluxes at the sediment-water interface in aquatic ecosystems. Our results showed that similar to the atmospheric boundary layer, the coefficient $b$ is constant at a given velocity threshold and depends neither on the measured quantity nor on the hydrodynamic conditions. It decays exponentially with increasing velocity threshold, and the REA fluxes simulated with a normalized threshold between 0.7 and 0.8 showed best agreement with measured EC fluxes.

The similarity between the present findings and those reported in the atmosphere, especially in the extensive reanalysis of eddy-covariance data by Ammann and Meixner [2002], is surprisingly high. We found close agreement between the median values of the coefficient $b_\omega$ without velocity threshold (0.57 ± 0.03 in this study for oxygen, temperature, and suspended matter) and the value reported by Ammann and Meixner [2002] (0.56 ± 0.01) for fluxes of carbon dioxide, temperature, and water vapor under unstable atmospheric conditions. The decrease of the coefficient $b$ for increasing velocity threshold is also very similar (Figure 2b), as well as the normalized velocity threshold for the best match between REA and EC fluxes (0.7–0.8 in the present study (Figure 2c) and 0.5–0.8 in the atmosphere [Tsai et al., 2012]). However, the interquartile range of the distributions of the coefficient $b_\omega$ is much larger in the present study (around 0.3, $n = 104$) than the range of 0.05–0.1 found by Ammann and Meixner [2002] or by Tsai et al. [2012] for different variables under unstable atmospheric conditions ($n = 500–1000$ and 220–1200, respectively). Particularly for high velocity thresholds, we found lower values of the coefficient $b$ than in their results but better agreement with the theoretical dependence for joint Gaussian distributions of $w'$ and $C'$ (Figure 2b).

The comparison of the required analytical precision for measuring the concentration difference in the REA samples suggests that analytical precision can be a major limiting factor in REA applications in aquatic environments (Figure 3). The results indicate that metal and nutrient fluxes at the high end of observations reported in the literature may be resolved in low-energy environments, such as lakes. However, sediment-water fluxes reported in the literature are mainly based on measurements with benthic chambers, where the reduced turbulence may cause an underestimation of fluxes. For example, Berg et al. [2013] measured fourfold higher oxygen fluxes with eddy covariance under in situ flow conditions than in simultaneously deployed benthic chambers. This suggests that fluxes could also be more easily resolved in situ with REA than with benthic chambers. Moreover, the lower quantification limit of REA measurements could be reduced by
using high-precision analytical techniques like differential analytical methods, or field analysis equipment for avoiding sample evolution during transportation and storage. Alternatively, the lower quantification limit can be reduced by sampling closer to the sediment surface (the simulations are based on measurements conducted at a distance of 15 cm from the sediment-water interface): under stationary conditions, the solute flux is uniform within the turbulent boundary layer, and velocity fluctuations decrease while concentration gradients increase toward the sediment surface. Obviously, an optimal distance is to be found, since too low turbulence hinders the measurement of vertical velocity fluctuations and the use of REA.

The implementation of a time shift correction for the spatial separation between velocimeter and sample intake, as well as the two axis velocity rotation of each segment to correct sensor misalignment, would be technically challenging. However, our simulations showed that these corrections did not reduce the discrepancy between REA and EC fluxes if an optimal velocity threshold is used. This is consistent with typical REA processing in the atmosphere, where a two axis velocity rotation is based on previously recorded velocities and no time shift correction is applied \citep{Foken2008}. For future REA applications in the aquatic environment we propose the following preprocessing, which can be applied in situ: on a first segment before the beginning of REA sampling, a two-axis rotation aligns the velocity measurements with the mean current; on each following segment, vertical velocity fluctuations are continuously filtered by subtracting the running mean of velocity over the previous minute and sampling is based on a threshold velocity computed as 0.7–0.8 times the standard deviation of the vertical velocity fluctuations $\sigma_v$ from the previous segment. This constitutes a promising in situ preprocessing of velocities to condition REA sampling.

Our findings indicate that REA has a great potential for in situ measurements of the dynamics of fluxes at the sediment-water interface at high temporal resolution, provided that the technical challenges of sampling and measuring target constituents at instances of updrafts and downdrafts are overcome. First, the hydraulic perturbation of the flow by the sample intake must be minimized, while providing a sufficiently high flow rate for sample accumulation within a reasonable measurement period, typically 0.8 L h$^{-1}$ for two 200 mL sample containers over 30 min. The optimum design will probably depend on the mean current velocity, which is generally lower in shallow lakes and canals than in rivers, estuaries, and coastal waters, and on the stability of current direction. Constant flow direction constitutes optimum conditions for REA measurements, making it possible to limit the blocking effect of the sampling tube by locating it downstream of the velocimeter, whereas measurements may be delicate if the direction of flow changes frequently, such as in lakes. Similar to EC flux estimates in aquatic environments, REA measurements could be strongly affected by the presence of progressive waves, which cause relatively large and periodic variations of vertical velocity without significant flux contributions \citep{Reimers2016}. While spurious flux contributions from surface waves can, at least partially, be removed during the postprocessing of EC measurements \citep{Berg2015}, such a correction would not be possible for accumulated REA samples. While high-frequency progressive waves are not present in the atmospheric boundary layer, their presence may cause a significant bias of REA flux estimates in wave-affected aquatic environments (nearshore and coastal zones), where the suitability of REA flux measurements should be carefully tested. Technical solutions for fast-switching valves operating in turbid water and automated replacement of sample containers for sequential flux measurements need to be developed. Last but not least, if the sample analysis is not performed by field analysis equipment, sample preservation deserves particular consideration in the technical design of REA systems for the aquatic environment as well as in further assessments of the technique’s suitability for measuring sediment-water fluxes of specific compounds.
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