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ABSTRACT. Vibration-based methods are well-established and effective tools to assess the health state of civil, mechanical and aerospace engineering structures. However, their reliability is still affected by the variability of the features commonly used for damage detection. Environmental effects and changes in operational conditions are the main sources of variability in the structural response. As a consequence, the modal identification used to extract damage sensitive features has to face constraining requirements in terms of signals stationarity and performance accuracy. Moreover, with reference to the damage assessment, large variations of monitored features mask subtle effects due to damage, which remain undetected. This study is conceived to address both these issues by focusing, in particular, on the non-stationarity of the loading conditions of tensioned structures, such as cables and pre-stressed beams. The capability of spectral methods to deal with the modal identification of non-stationary systems is enhanced by a curve-fitting procedure based on nonlinear least squares optimisation. Wavelet analysis is applied for comparison and validation of the FFT-based technique. Identified natural frequencies are then used for the damage detection, exploiting the capacity of singular values decomposition to discriminate between damage-related events and the intrinsic non-stationary nature of the structural response. A reduced-order realization of the features set is performed to amplify changes not belonging to measurement variability but deriving from exogenous events, such as damage. The proposed methodology is validated by experimental analyses carried out on beams subjected to time-varying loading conditions in order to simulate the health monitoring of quasi and non-stationary systems.
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1. Introduction

The maintenance and safeguard of civil structures and major bridges in particular are relying more and more on Structural Health Monitoring (SHM) systems. Representative examples of advanced applications of SHM systems on bridges all around the world are presented in [1-2]. The progressive technological
achievements have drastically reduced the constraints on the installation of permanent and widely distributed sensing networks that can allow measurement at very high sampling rates. Data acquisition and transmission do not represent any more an obstacle to vibration-based real-time health monitoring. However, data processing and information interpretation still require accurate investigations in order to adapt the diagnostic methods to the most recent measuring systems.

The evolution of environmental and operational conditions is the main challenge that monitoring systems have to face. Their effects on the structural response can be considerably higher than those due to damage events [3]. Changes of temperature and humidity, alterations in the structural mass or rigidity and variation of the boundary or loading conditions are the main sources of variability in the dynamic response of the structure. Two important consequences for the damage assessment can be drawn from this. First, the structure is considered as a time-varying system, implying that the extraction of damage-sensitive features should be carried out accordingly. Secondly, the variability introduced by environmental and operational conditions acts as a mask that prevents a reliable estimation of the structural health state if its effects are not taken into account. A great effort has been made in recent years to develop methods that are able to discriminate between damage-related events and the intrinsic non-stationary nature of the structural behaviour.

Concerning the features extraction, a trade-off is required between the selection of quantities highly sensitive to damage and insensitive to external factors, and the requirement of their meaningfulness and exploitability within a continuous and fully-automated monitoring system. Thus, data processing must be oriented to estimate the modal properties of the structure even as they preserve a physical meaning that can be used to assess the estimation accuracy. Fourier spectral techniques [4] and experimental modal analysis methods, such as stochastic subspace identification [5], are commonly adopted to carry out this task. However, the extraction of modal properties through spectral and modal methods is restricted to linear systems and stationary processes. In the past, when the effect of the system response variability on the efficiency of damage assessment was acknowledged, time-frequency analysis was introduced to enhance the performance of Fourier transform. The Short-Time Fourier Transform (STFT) is the “natural” evolution of the Fourier analysis, since it simply consists in performing the spectral analysis on
a limited time window and successively sliding the window along the time axis to get the time-frequency distribution.

A further enhancement in the trade-off between time and frequency resolution was achieved with the introduction of wavelet analysis. The wavelet transform can be interpreted as an adaptive window Fourier method [6], which employs local functions capable of handling non-stationary signals, providing a uniform resolution at all the scales. Although this appealing feature intrinsically entails the drawback of a poor resolution because of the limited size of the mother wavelet function, the technique remains one of the most successfully applied for the time-varying identification of modal properties [7-8]. Different methods, such as Time-Frequency (STFT, CWT) and time-variant SSI (Stochastic Subspace Identification) have been compared in [9] in reference to the case of a bridge crossed by moving load vehicles.

Recently, an innovative time-frequency method, known as Hilbert-Huang Transform (HHT), has been proposed by Huang et al. [10] to cope with non-stationary and non-linear time series. The method is the result of the coupled application of the Empirical Mode Decomposition (EMD) technique and the Hilbert Spectral Analysis (HSA). The EMD involves the extraction of the Intrinsic Mode Functions (IMFs) of a vibration signal. The IMF represents a simple oscillatory mode as a counterpart of a simple harmonic function. The mono-component nature of the IMFs allows the application of a well-behaved Hilbert Transform (HT) on each separated component in order to determine its instantaneous frequencies as well as other modal quantities. As an example, in [11] Yang et al. used the HHT to estimate the modal parameters of MDOF systems. Analogously to wavelet analysis, the modal properties extracted from the HHT can be selected as features in the damage detection procedure. In [12], Xu and Chen investigated the damage occurrence in the ASCE Benchmark, looking at the spikes introduced in the EMD by sudden changes in the structural stiffness, the natural frequencies and the damping ratios estimated using the HT. However, up to now very few contributions have been presented to validate the promising capabilities of this method on real-life structures subjected to significant environmental and operational variability.

Other time-frequency transformations are available to identify the modal properties of time-varying systems. Cohen’s class time-frequency distributions, such as the Wigner-Ville Distribution (WVD), the Choi-Williams distribution (CWD), and the Volterra Series, are some of the methods usually applied to
investigate the nonlinear behaviour of structures. However, so far the complex implementation and time-consuming processing have prevented their adoption into the framework of continuous monitoring programs of real-life structures.

Eigen-properties and natural frequencies in particular, have proved to be significantly sensitive to the blurring effects of environmental and operational conditions and not directly exploitable as damage features in the assessment of engineering structures [13]. This issue represents a critical point for the reliable application of many vibration-based damage detection methods. However, some techniques relying on the decomposition of the monitored quantities according to orthogonal basis have shown promising capabilities in the distinction between environment and damage-related variabilities.

This paper is conceived to address the issues affecting the health monitoring of tensioned structures, such as cables and pre-stressed beams, when they are subjected to non-stationary loading conditions. First of all, a fundamental remark is made concerning the stationarity of the structural response in light of the monitoring purposes. Then, depending on the nature of the time-varying system, different identification techniques are used to track the evolution of the natural frequencies, which are successively employed as damage-sensitive features in the diagnostic process. A method based on the Singular Values Decomposition (SVD) of the feature trends is applied to discriminate two different sources of variability. The first source is protracted in time and related to changing environmental/operational conditions, while the second is introduced by the occurrence of an instantaneous damage event. This methodology is validated through the experimental analysis of a thin aluminium beam subjected to time-varying tensile forces, which is assumed representative of suspension bridge cables (typically short hangers). The capabilities of the proposed assessment method are tested by means of a comparison with a classical novelty detection algorithm. Some concluding remarks discuss possible strategies to integrate this diagnostic method in the framework of a real-time structural health monitoring program.

2. Non-stationary system identification

2.1 A fundamental remark about time-variant monitored systems

It is worthwhile to state a preliminary remark concerning the non-stationarity of the structural response of monitored systems. With reference to changing environmental and operational conditions that here are
assumed responsible for the variability of the dynamic behavior of structures, two possible situations can be distinguished. A system can be defined as either “quasi-stationary” or “non-stationary” depending on the relation between the changes of the mechanical system’s response to time-variant excitations and the monitoring period and time-lag. In the first case, the structural state is assessed through short data acquisition time-lapses that are periodically repeated with a minimum delay. At the same time, the variation of the external factors is slow enough to consider the structural response as a steady state over the acquisition period.

This assumption leads one to discretize the variability of the structural response in a sequence of stationary states, i.e., a piece-wise stationary function, and allowing one to process them accordingly. This type of system is referred to as quasi or nearly stationary because, although varying in time, its components can be treated as time-invariant samples. This provides a remarkable simplification for the extraction of modal features, since it extends the applicability of data processing techniques to the whole range of methods that are based on the assumption of the stationarity of the acquired signals. If we consider the time length and delay commonly employed in the vibration acquisitions recorded by health monitoring systems of civil structures (i.e., a few minutes each hour), we can state that the majority of these applications can be considered quasi-stationary processes. However, some structures (mainly belonging to the mechanical engineering domain) require shorter and more frequent surveys to deal with the evolution of faster phenomena. Therefore, we refer to a non-stationary system when the changes of the environmental and operational conditions, and consequently those of the structural response, take place in a lapse of time comparable to the acquisition period. In this second case, the extraction of the modal features is restricted to time-frequency techniques. Both of the aforementioned situations are addressed in this work and some simple identification methods are used to extract modal quantities, adopted in the following as damage sensitive features, for the diagnosis of beam/cable-like structures.

2.2 Modal features extraction based on Fourier spectral techniques

When the dynamic behavior of the structural system is assumed linear and stationary, or piece-wise stationary as in the present case, its modal parameters can be exhaustively estimated from the Frequency Response Function (FRF). In the case of a single-degree-of-freedom (SDOF) structure, modal damping
ratios and natural frequencies are respectively related to the real and imaginary parts of the pole location of the FRF. The residue carries the absolute scaling of the FRF and is related to the corresponding mode shape. When working with relatively simple and lightly damped structures, such as cables and rectangular beams, the FRF can be reliably derived from measurements as the ratio of the output/input spectra. It will be different in the case of square cross-section beams with symmetrical boundary conditions due to the difficulty to identify coupled modes along two orthogonal bending directions. When modes are lightly coupled we can assume that the structure behaves as a SDOF around its modal frequencies. A technique known as Peak Picking [14] can be employed to extract a first estimate of the modal parameters. This technique consists in the selection of a certain number of modes depending on the quality of the measured signals, the complexity of the system and the expected sensitivity of the selected features to damage. For each mode, a frequency band is selected to isolate the peak in the FRF magnitude curve. The natural frequency of the mode corresponds to the coordinate of the FRF peak along the frequency axis, while the modal damping is determined by means of the half-power bandwidth method. This latter method consists in isolating each mode, and defines the -3dB bandwidth around the resonance peak. Equally, the modal damping $\zeta$ can be estimated using Eq. (1):

$$\zeta = \frac{\Delta \omega}{\omega_p},$$  \hspace{1cm} (1)

where $\omega_p$ corresponds to the resonance frequency and $\Delta \omega$ is the bandwidth that is obtained as difference of the left and right-hand side frequency values by reducing the magnitude of the peak $A_p$ according to (2):

$$A_{\Delta \omega} = \frac{A_p}{\sqrt{2}},$$  \hspace{1cm} (2)

with $A_{\Delta \omega}$ the value of the FRF whose corresponding frequency coordinates give the bandwidth.

For each mode, the natural frequency, modal damping ratio and resonance amplitude $A_p$ extracted from the measured FRF are employed as initial input parameters in an optimisation procedure aimed at fitting the experimental curve by means of an analytical representation. Under the assumption of a linear
and proportionally damped structure, the FRF is defined as the function $H(\omega)$ of the three aforementioned modal parameters according to the following relationship:

$$H(\omega) = \sum_{p} \frac{A_p}{(\omega_p^2 - \omega^2 + 2j\zeta_p\omega_0\omega_p)}.$$  \hspace{1cm} (3)

The functional defined as the difference between the measured and the analytically computed FRF is minimised by means of a non-linear least square algorithm in order to achieve an accurate estimate of the modal parameters. The curve-fitting is carried out over the frequency band resonance peak for each mode separately. The values of the three parameters resulting from the optimisation are retained as final estimates. This procedure allows reducing the bias in the modal parameters estimation due to the poor FRF resolution.

This method can be easily extended to the case of non-stationary systems. The key point consists in replacing the FRF with a Time-Frequency (TF) representation of the instantaneous energy spectrum $D(\omega,t)$. The functional to minimise becomes:

$$D(\omega,t) - |H(\omega,t)|^2 = 0.$$  \hspace{1cm} (4)

Inspired by the work of Ceravolo [15], a reasonable choice is the adoption of the Short-Time Fourier Transform (STFT), which corresponds to the Fourier Transform multiplied by a sliding time-window function. Although STFT is affected by the intrinsic limitations in the resolution of linear transforms, the simplicity of the technique provides a reasonable compromise between solution accuracy and computational requirements, as to deal with the problem in a direct manner. An important issue in the computation of the STFT concerns the type and number of samples of the time-window. The accurate selection of the time-window length has proved to influence the damping estimation to a large extent [15]. In the context of the following damage assessment, the features selection will be restricted to the natural frequencies, discarding modal damping because of its insensitivity to damage observed throughout the tests. However, some preliminary analyses were carried out to investigate the influence of the time-window length on the estimation of the selected features.

The criterion used to define a first tentative value for the window length was a trade-off between the requirements of instantaneity of the estimate and that of completeness of the spectral response. In other
words, the length of the time windowing must be limited to provide an estimate of the modal parameters sufficiently instantaneous to “finely discretize” the non-stationarity of the monitored system, but long enough to assure a frequency resolution that allows to distinguish harmonics components close in frequency. Nevertheless, the sampling frequency must be set taking the Nyquist rate into account in order to observe the dynamic response over the entire frequency spectrum of interest. Therefore, the selection of an appropriate compromise depends on the characteristics of the time-variant system and its excitation source. It would thus be difficult to provide a law of general validity. In the present case, this task was accomplished according to the indications provided in [15]. The selected value showed the substantial insensitivity of the estimated natural frequencies. Thus, the length of the time windowing was kept constant throughout the whole test and no adaptation was required.

The curve-fitting procedure adopted in the case of the locally stationary system was identically repeated for the strictly non-stationary system. More details about the application of both modal identification techniques to the case study of the beam subjected to time-variant stress are provided in the following sections.

The next step was to check and characterize the “level” of nonlinear effects. Time-frequency analysis is suitable for the analysis of nonlinear oscillations. In [16-17], the authors proposed several instantaneous functions based on the ridges and skeletons extracted from the wavelet analysis of free acceleration responses in order to characterize the behaviour of the structure. These instantaneous indicators do not require a particular model and can be considered as a characterization method. Their discrepancy from a linear case facilitates the detection and characterization of the non-linear behaviour of structures, allowing one to track the evolution of modal parameters as a time function. Their diagnosis approach offers the advantage of not requiring assumptions regarding the nature of the non-linearity analyzed. These indicators can be deduced from the computation of the Continuous Wavelet Transform (CWT) $W_y(b,a)$ of the studied signal $y(t)$ of finite energy:

$$W_y(b,a) = \frac{1}{a} \int_{-\infty}^{+\infty} y(t) \psi^\ast\left(\frac{t-b}{a}\right) dt,$$

(5)

where $\psi(t)$ is an analysing function called mother wavelet and $\psi^\ast(t)$ its complex conjugate.
The parameters $a > 0$ and $b \in \mathbb{R}$ vary continuously and introduce scale-dilation and time-translation, respectively. $a$ plays the role of the inverse of frequency and $b$ is related to time.

When the energy representation is based on the absolute value of the CWT $\|W_y(b,a)\|$, a ridge is a smooth and slow varying curve in the time-scale plane defined by $(b,a_r(b))$ and where $\|W_y(b,a)\|$ is locally maximum. The absolute value of the CWT along the ridge $\|W_y(b,a_r(b))\|$ is called the skeleton. The ridges can be extracted from the maxima of $\|W_y(b,a)\|$ (see [7, 16, 18] for more details).

The first indicator $I_1(b)$ depends on time $b$ and is defined for each ridge $a_r(b)$ within the CWT of the signal by (see [16-18]):

$$I_1(b) = \frac{1}{2\pi} \frac{\omega_0}{a_r(b)},$$

(6)

where $\omega_0$ is the angular frequency where $\|\Psi(\omega)\|$ is maximum, $\|\Psi(\omega)\|$ being the Fourier transform of the mother wavelet $\psi(t)$: $\Psi(\omega) = \int_{-\infty}^{\infty} \psi(t) e^{-i\omega t} dt$, where $i = \sqrt{-1}$.

Let us study the case where $y(t)$ is a chirp, a signal of type $A(t) \cos(\phi(t))$, in which the frequency increases or decreases with time, and the time variation of the amplitude $A(t)$ is slow compared to that of the phase $\phi(t)$ (this signal is then described as asymptotic see. [16-18]). In that case, the energy tends to “localize” around the ridge (see. [18]):

$$a_r(b) = \frac{\omega_0}{\phi'(b)},$$

(7)

where $\phi'(b) = \frac{d}{db} \phi(b),$

and the CWT of $y(t)$ is given by:

$$W_y(b,a) \approx \frac{1}{2} A(b) e^{i\phi(b)} \Psi(a \phi'(b)),$$

(8)

The indicator function $I_1(b)$ is then equal to:

$$I_1(b) = \frac{1}{2\pi} \phi'(b),$$

(9)
It characterizes an instantaneous frequency and has the unit of a frequency (Hz). In the particular case of free acceleration responses \( y(t) = y_k(t) = \sum_{j=1}^{n} y_{kj}(t) \) of discrete linear mechanical systems at point \( k \), \( I_k(b) \) can be rewritten for the \( j^{th} \) mode, by:

\[
I_{kj}(b) = \frac{1}{2\pi} \omega_{kj} = \frac{1}{2\pi} \omega_j \sqrt{1 - \xi_j^2},
\]

(10)

where \( \omega_j \) and \( \xi_j \) are respectively the angular frequency for the conservative underlying system and the modal damping ratio for the \( j^{th} \) mode (see [17-18] for more details).

The resolution of the CWT is a relevant criterion especially in the procedure of detecting and characterizing nonlinear systems. To choose the mother wavelet resolution, the authors introduced the Q-factor [7, 16], defined as the ratio between the centre-frequency and the frequency bandwidth of the mother wavelet. More precisely, in [17], three reference values of \( Q \) are defined to address edge effect problems and modal coupling, namely: \( Q_{\min} \), \( Q_{\max} \) and \( Q_{\xi} \). Their expressions are respectively,

\[
Q_{\min} = 2.5 \frac{\omega_j}{d\omega_j}, \quad Q_{\max} = 0.1 \omega_j L \quad \text{and} \quad Q_{\xi} = \frac{1}{\sqrt{2\xi}},
\]

where \( L \) is the duration of \( y(t) \), \( \omega_j \) is the analyzed angular frequency, and \( d\omega_j \) is a characteristic discrepancy between two close frequencies (see [7, 17] for more details). The inequality \( Q_{\min} < Q_{\max} \) must always hold and two cases are distinguished: (1) if \( Q_{\min} < Q_{\xi} \), then \( Q = \min(Q_{\xi}, (Q_{\min} + Q_{\max})/2) \); and (2) if \( Q_{\min} \geq Q_{\xi} \), then \( Q = Q_{\min} \). In this study, the Cauchy’s mother wavelet is used: \( \psi(t) = \psi_n(t) = \left( \frac{i}{t+i} \right)^{n+1} \), which is admissible and progressive. Given we have \( Q = \sqrt{2n+1}/2 \) and \( \omega_0 = n \), its Fourier transform is \( \Psi'(\omega) = \frac{2\pi}{n!} \omega^n e^{-\omega} \Theta(\omega) \), where \( \Theta(\omega) \) is the unit step function and \( \psi(\omega_0) = 2\pi \frac{n^n}{n!} e^{-n} \).

Finally, the \( I_k(b) \) indicator will allow us to characterize the degree of nonlinear effects in the system’s responses. To do that, the variation coefficient defined by \( \sigma_f / \bar{f} \) is computed, where \( \sigma_f \) and
̄f are respectively the standard deviation and the mean value of I₁(b) within the domain where the edge effects can be neglected.

3. The experimental case study

3.1 The problem of varying loading conditions in pre-stressed structures

Pre-stressed elements are differently employed in many civil engineering structures, such as in stay cable bridges, suspension bridges and pre-stressed concrete bridges. Cables in particular are critical structural components because of the important bearing functions they accomplish and their vulnerability to environmental phenomena. Stay cables, suspensions and hangers transfer deck loads to piers, while in pre-stressed concrete bridges cables are used to fit box girders. Cables in bridges are mainly subjected to two kinds of damage mechanisms: i) corrosion due to aggressive marine environment, rain, snow and anti-icing salts; ii) fretting fatigue phenomena due to cyclic traffic loads and wind action [19]. Beyond thermal and operational (traffic) effects, cable oscillations produced by wind and/or rain are also dangerous. Indeed, these oscillations can potentially induce cyclic stresses that lead to fatigue phenomena in the stays themselves as well as in the anchorages. Karman whirlwind vortexes have been observed to generate high-frequency vertical modes on stay cables and long suspension cables (hangers) [20]. When wind is combined with rain, water rivulets appear on the two opposite sides of the cable, potentially causing lateral oscillations whose frequencies are lower than those of the Karman phenomena.

The most frequent damage events in stay cables are wire ruptures induced by corrosion and/or fatigue. These two phenomena result often in a local loss of mass, affecting either the total mass or the bending stiffness of the cable. Therefore, it is reasonable to address the problem of damage detection, location and quantification by using observed changes of dynamic characteristics, for instance FRF or modal parameters, as sensitive indicators of the structural integrity. However, structural disturbance detection in bridge stay cables using experimental vibration data is a particularly hard task due to the variability of the loading conditions. Indeed, we have already stressed that modal parameters are extremely sensitive to environmental/operational conditions, whose changes can mask more subtle variations induced by damage. Tensile stress may vary considerably as a consequence of traffic, temperature and wind cycles. It
is worthwhile to notice that those sources of variability may act separately or together and over different time-scales. Thus, the variation of loading conditions may assume complex trends which are difficult to define even from the correlation with in-situ measurements of environmental variables. Moreover, depending on the rapidity with which the loads change, the health monitoring has to deal with a time-variant system characterized by different degrees of non-stationarity.

3.2 Description of the laboratory case study

Two aluminium pre-stressed beams were chosen for the experiments because they are more practical to test compared to cables, yet show similar structural behaviour. One beam is used for the quasi-stationary test and the other for the non-stationary test. The beams are 520 mm long, 25 mm wide and 2 mm thick. The extremities are clamped by the wedge grips of a universal testing machine INSTRON 6022 over a length of 40 mm. The useful length of the beams thus measured \( L = 440 \) mm and is instrumented with 10 accelerometers BK-4507 (see Fig. 1), regularly spaced every 40 mm. The sensors signals are digitalized by NI 9234 CompactDAQ modules with a sampling frequency of 4000 Hz.

A dimensionless parameter \( \zeta = \frac{\sqrt{EI}}{TL^2} \) is often introduced [21-22] in order to characterize the importance of the tension compared to the flexural rigidity of the beam. Some authors proposed bounds for \( \zeta \) allowing to distinguish between three behaviours: vibrating string, beam without tension or pre-stressed beam. When the value of \( \zeta \) is weak enough: \( \zeta < 0.002 \) [22], the bending does not have a significant effect on the low natural frequencies. The structure behaves close to a vibrating string and its natural frequencies evolve rather linearly with respect to the mode number, \( f_k \approx k f_1 \). Conversely, when the value of \( \zeta \) is high enough: \( \zeta > 2 \) [22], the bending stiffness is predominant and the Eigen frequencies increase with the square of the mode number, \( f_k \approx k^2 f_1 \). When the tension tends towards 0, \( \zeta \) tends to infinity. The structure behaves close to an Euler Bernoulli beam without tension. Finally, within these bounds: \( 0.002 \leq \zeta \leq 2 \), the structure behaves like a pre-stressed beam.

The following values have been considered for the mechanical and geometrical parameters of the aluminium beams: Young modulus: \( E = 69 \cdot 10^9 \) Pa, tension \( T = 2000 \) N, area moment of inertia \( I = 1.67 \cdot 10^{11} \) m\(^4\), mass per unit length \( \mu = 0.135 \) Kg/m. The dimensionless parameter that we obtain is
\( \zeta = 0.0545 \). Thus, the structure behaves like a pre-stressed beam but the effect of the flexural rigidity is weak.

Figure 1: Photographs of the instrumented pre-stressed beam (a) and the damaged zone (b).

For the quasi-stationary test, 300 load cases are applied before introducing damage by saw-cut between accelerometers n°3 and 4. The saw-cut is 1 mm wide and 1 mm deep on each side of the beam (see Fig. 1). The load cases (see Fig. 2) followed the stress law defined in Eq. (11):

\[
T(t) = T_0 \left[ e^{-\alpha t} + \frac{1}{\beta \cos(\phi)} \cos(\omega_0 t \sqrt{1 - \delta^2}) \cdot e^{-\delta t} \right].
\]

(11)

where \( T_0 \) is the pre-stress force at \( t = t_0 \), \( \alpha \) is the long-term damping coefficient, \( \beta \) is a constant relating the oscillation amplitude to the initial force value \( T_0 \) (here selected equal to 30), \( \phi = \arctan(\delta / \sqrt{1 - \delta^2}) \), \( \omega_0 \) is the pulsation of the perturbation and \( \delta \) is the short-term damping coefficient. The initial pre-stress force \( T_0 \) is 2.0 kN, which makes \( T \) at \( t = t_0 \) equal to 2.06 kN and decreasing to 1.96 kN at the end of the undamaged stage. A Gaussian random noise with mean equal to the initial pre-stress force \( T_0 \) and 0.5 of standard deviation was added to the stress law given by Eq. (11). The average ratio between the noise and the stress law from Eq. (11) is close to 5%. The resulting loading history is applied to the beam in order to simulate a complex load variation, obtained by the superposition
of phenomena acting over different time-scales (for example, the combination of daily and seasonal variations related to thermal effects).

![Graph showing stress loss due to saw-cut and stress laws](image)

Figure 2: Pre-stress force applied to the beam.

At each load case, stress is kept constant and about ten shocks, located between sensors n°8 and 9, are performed with an impact hammer BK-8206 over a 30s period. When damaging the beam by the saw-cut, the movable crosshead of the testing machine is held in position. A stress loss is observed because the applied load is forced to decrease to maintain the equilibrium. This loss, of about 30 N, is measured by the load cell of the testing machine and is subtracted from the stress law of the following load steps. Then, 120 samplings are performed in a similar manner on the damaged structure.

For the non-stationary test, the stress law is the same as before, as are the characteristics of the saw-cut and the sampling frequency. In this case, a white noise is added by a modal exciter BK-4810 suspended to the testing machine frame and connected to the beam by a stinger located between sensor n°8 and 9. The exciting force is measured by an impedance head BK-8001 added on the shaker. The total duration of the test is ten minutes and the movable crosshead of the testing machine is controlled by force in order to follow the imposed stress law.

### 3.3 Results of the modal identification

3.3.1 Quasi-stationary test
Once the vibration signatures are acquired, a common pre-processing stage is carried out for both the beams. Since the analysis is restricted to the identification of the first four natural frequencies, the spectrum of interest is bounded to 60 to 800 Hz while the other spectral components are filtered out in order to prevent the selection of spurious peaks. The number of identified modes is limited in order to improve the accuracy of damage detection methods in realistic and constraining conditions. When dealing with cables and beam-like structures used in civil engineering, only a limited number of modes are accurately identified and available for damage assessment purposes. All the sensors deployed on the beams are used in the modal parameters estimation in order to achieve a better mode shape resolution. Concerning the natural frequencies, the analysis of reduced sets of sensors shows a substantial insensitivity for the identification results. A number of equally-spaced sensors, varying from 3 to 4, provides a good characterisation of the dynamic behaviour of the beam over the selected spectrum. Moreover, the spectral responses derived from each sensor are averaged to enhance the capability of detecting all the resonance peaks.

The acquired signals are then subdivided or merged according to the non-stationarity of the analysed system. In the case of the “quasi-stationary” beam, the free-decay response to each hammer shock is selected and treated separately. The modal parameters are identified according to the explanations provided in Section 2.2, and only the results derived from the most excited response (i.e., the highest peak) are retained for each tensile force step. Conversely, the continuous acquisition of the non-stationary response of the second beam required a sequential recording to limit the size of the data. Each data block is analysed separately and the results are merged to obtain a continuous evolution of the modal features throughout the time of the test.

The FRFs of the piece-wise stationary beam are estimated using the Welch method with 4096 samples of resolution to compute the FFT. The curve-fitting, repeated for the selected shocks of all the acquired stress steps, provides the time evolution of the optimal values of the modal parameters that are used to define the $H(\omega)$ function in (3). The natural frequencies of the first four modes are depicted in Fig. 3. The cyclic variations of the frequencies due to the time-variant loading conditions are clearly recognizable, whereas the damage occurrence at the 300th step is difficult to detect at sight.
Figure 3: Evolution of the natural frequencies [Hz] throughout the tests carried out on the quasi-stationary system: damage introduced by saw-cut after the 300th sample (dashed vertical line).

A high accuracy in the identification of the mode shapes was also observed. For the sake of clarity, only the averaged mode shapes for the healthy and damaged system are presented in Fig. 4. No significant distinctions between the two states are detectable. The mode shapes are not considered as damage features in this work since the aim here is limited to the simple detection of the damage occurrence. However, some numerical analyses show promising results for the capability of mode shapes to extend the proposed method to damage location purposes. On the contrary, as expected, the damping ratios appeared insensitive to damage and were substantially invariant throughout the tests. The absence of friction and fatigue cracks justifies the experimental result. Therefore, damping is not considered as a damage feature in the assessment process.

The natural frequencies of the first four modes obtained by FRF-fitting are compared with the results of the CWT method [7]. For the sake of brevity, Table 1 presents the results of the two methods for only three load cases of the healthy state. Similar results have been found for the other load cases. Table 2 presents the choice of Q-factor for each mode, used to decide the mother wavelet resolution.
Fig. 4: Averaged mode shapes of the healthy (solid blue line) and damaged (dashed red line) states for the quasi-stationary system.

Fig. 5 depicts the first indicator $I_1$, defined in Eq. (6), of the first four modes of the beam, obtained for the 2080 N stress load case. As the first indicator $I_1$ is not a straight line, we can conclude that frequency is changing in time and that the system shows a nonlinear behaviour. However, the very low values (the average is below 0.5) of the variation coefficient, defined by the ratio of the standard deviation to the mean of $I_1$ ($\sigma/\bar{I}_1$), shown in Table 1 indicate that the nonlinearity is weak, thus justifying the adoption of FFT-based methods. Besides, a limited relative variation is also observed between natural frequencies obtained by FRF-fitting and CWT methods. As the dimensionless parameter $\zeta = 0.0545$ is low, the effect of the flexural rigidity is weak and the ratio of the frequencies to the first one, $f_n/f_1$ (in brackets in the third column of Table 1), is closer to the case of cables than beams.
Table 1. Comparison between natural frequencies estimated by means of FRF-fitting and CWT method for the quasi-stationary system and different levels of axial pre-stress.

<table>
<thead>
<tr>
<th>Load [N]</th>
<th>Mode</th>
<th>FRF-fitting (ratio $f_n/f_1$)</th>
<th>CWT method (mean value)</th>
<th>CWT method ($\sigma/\bar{f}_1$) [%]</th>
<th>Relative variation (FRF/CWT) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>1</td>
<td>97.29 (1)</td>
<td>97.73</td>
<td>0.04</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>196.75 (2.02)</td>
<td>196.11</td>
<td>0.51</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>312.27 (3.21)</td>
<td>313.08</td>
<td>0.12</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>439.06 (4.51)</td>
<td>440.74</td>
<td>0.18</td>
<td>0.38</td>
</tr>
<tr>
<td>2056</td>
<td>1</td>
<td>98.11 (1)</td>
<td>98.29</td>
<td>0.04</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>197.76 (2.02)</td>
<td>197.41</td>
<td>0.68</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>313.38 (3.19)</td>
<td>314.22</td>
<td>0.15</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>441.91 (4.5)</td>
<td>443.12</td>
<td>0.23</td>
<td>0.27</td>
</tr>
<tr>
<td>2080</td>
<td>1</td>
<td>98.36 (1)</td>
<td>98.59</td>
<td>0.13</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>198.83 (2.02)</td>
<td>198.21</td>
<td>0.56</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>314.12 (3.19)</td>
<td>315.43</td>
<td>0.12</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>442.23 (4.5)</td>
<td>443.77</td>
<td>0.13</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 2. CWT method Q-factor chosen for each mode.

<table>
<thead>
<tr>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{\text{min}}$</td>
<td>3</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>$Q_{\text{max}}$</td>
<td>93</td>
<td>187</td>
<td>99</td>
</tr>
<tr>
<td>$\xi$</td>
<td>0.78%</td>
<td>0.74%</td>
<td>0.88%</td>
</tr>
<tr>
<td>$Q_\xi = 1/\sqrt{2\xi}$</td>
<td>91</td>
<td>96</td>
<td>80</td>
</tr>
<tr>
<td>$Q = (Q_{\text{min}} + Q_{\text{max}})/2$</td>
<td>48</td>
<td>96</td>
<td>53</td>
</tr>
</tbody>
</table>

The same indicator $I_1$ is portrayed in Fig. 6 for the first four modes of the beam in its damaged state. Load cases and shocks for each mode are selected in order to obtain the same amplitude for the excitation force as in the previous case, and so to allow a comparison. The result in terms of strength of the nonlinearity is not far from that of the undamaged state. A nonlinear behaviour is still detected, but damage seemed not to increase significantly. The shifts in the natural frequencies are comparable to those observed in Fig. 3 for the FRF-fitting technique, proving the accuracy of the latter. Therefore, for the sake of simplicity, the FRF-fitting is chosen as the features extraction method for the following damage assessment because of its rapidity in the processing of large amounts of experimental data.
Figure 5: First indicator $I_1$ obtained for the first four modes of the beam in the undamaged configuration.

Figure 6: First indicator $I_1$ obtained for the first four modes of the beam in the damaged configuration.

In [22], changes of intrinsic characteristics of the beam due to local "small" reduction or increase of flexural rigidity and weight in a localized area of a pre-stressed beam combined or not with a global variation of the tension have been studied. Local change of the bending stiffness is denoted $\Delta EI$ and is assumed to be zero outside the interval $\left[ x_0 - \frac{\Delta L}{2}, x_0 + \frac{\Delta L}{2} \right]$. The variation of the tension is assumed to
be constant along the beam and denoted by $\Delta T$. It is also assumed to have no change in the mass density.

A first order approximation of the change of the Eigen frequencies due to these small variations can then been obtained by neglecting the variations of order 2:

$$\frac{\Delta f_n}{f_n} = u_n \frac{\Delta T}{T} + \tau_n \frac{\Delta EI}{EI} \frac{\Delta L}{L} \left( \phi_n(x_0) \right)^2,$$

(12)

where $u_n = \frac{1}{2 \left( 1 + \zeta^2 L^2 \left\| \phi_n \right\|_2^2 \right)}$, $\tau_n = \frac{\zeta^2 L^3}{2 \left( 1 + \zeta^2 L^2 \left\| \phi_n \right\|_2^2 \right)}$, with $\phi_n(x)$ is the $n$-th normal mode of unit norm according to $L^2[0,L]$: $\left\| \phi_n \right\|_2^2 = \int_0^L \phi_n^2(x) \, dx = 1$, $\phi_n(x)$ and $\phi_n'(x)$ being the first and the second derivative, respectively.

Fig. 7 gives for the four first modes (1 $\leq n \leq 4$), the evolution throughout the tests carried out on the quasi-stationary system of $\frac{\Delta f_n}{f_n}$ (blue curve) and of $u_n \frac{\Delta T}{T}$ (red curve), where $\Delta f_n = \frac{f_n(t) - \bar{f}_n}{\bar{f}_n}$ and $\Delta T \quad \frac{T(t) - \bar{T}}{\bar{T}}$ with $\bar{f}_n$ and $\bar{T}$ the mean value of the $n$-th frequency and the tension, respectively for the 299 tests before damage (saw-cut). It can be noted that after the damage, for the two first modes, a difference between the red and the blue curves is clearly visible. This difference may depend on the damage position $x_0$ (cf. Eq. (12)). Further investigations of this difference are under study in order to detect the spatial localisation of the damage.
Figure 7: Evolution of $\frac{\Delta f_n}{f_n}$ (blue curve) and of $\frac{\Delta T}{T}$ (red curve) throughout the tests carried out on the non-stationary system for the four first modes. Damage is introduced by saw-cut after the 300th sample.

3.3.2 Non-stationary test

In the estimation of the modal parameters of the time-variant beam, preliminary signals decimation is performed in order to accelerate the computation. A Hanning-type window with a length of 80 samples, and with an overlap of 2 samples, provides an optimal STFT representation. The set of initial values for the three variables used to start the optimisation is derived from the first estimate of the previous case study. The minimisation of Eq. (4) is repeated at each time-step and the initial values of the modal parameters are constantly updated with the results of the previous calibration. Finally, a moving average is applied to smooth the instantaneous evolution and minimize spurious peaks. By way of example, the STFT of a 10s-long signal filtered over the frequency band of the first four modes is depicted in Fig. 8, together with the result of the moving averaging on the curve-fitting outcome.
Figure 8: Time-frequency distribution from the STFT applied on a 10s-long sample acquired by sensor n°5 for the undamaged state of the non-stationary system: the moving average smoothing on the curve-fitting result is depicted by black solid lines.

Fig. 9 shows the averaged results obtained from the time-frequency analysis of the recorded blocks of signals for the healthy and damaged beams, after these data were merged together. The modal frequency estimates turn out to be quite satisfactory: with the exception of the first mode, the influence of the loading conditions is clearly identifiable by the cyclic evolution mainly focused at the beginning of the test. However, a large drop in the frequency is obtained for the last two modes. This result is explained by the perturbation of the connection between the modal exciter and the beam at the instant of the saw-cut. Indeed, the shaker is located at about 80 cm from one edge of the beam, close to the anti-nodes of the third and fourth modes. Therefore, the capability of the SVD to distinguish damage events from varying loading conditions will be verified only with the results of the previous time-variant identification, since this provides a more challenging task to accomplish. A final remark concerning the shift of the estimated frequencies between the two systems is worthwhile. The identified natural frequencies for the second beam are all shifted down compared to those of the first. A reasonable explanation can be found in the different boundary conditions: the shaker, although suspended to the loading machine frame, represented a considerable mass attached to the tested specimen, which biased the identification results in a significant manner.
Figure 9: Evolution of the natural frequencies [Hz] throughout the tests carried out on the non-stationary system: damage introduced by saw-cut after the 600th sample.

4. **Damage assessment under varying operational conditions**

4.1 *Different approaches to damage assessment of time-varying systems*

We have previously stressed the importance of the selection of damage-sensitive features and the crucial role played by the changes of environmental and operational conditions in masking damage events. The efforts of researchers have recently focused on the development of different approaches to damage assessment that take into account the environmental/operational issue in SHM. In this section a brief review of the available methods to deal with this problem is provided and some distinctions are made to circumscribe the case study here presented. First, for some approaches, the availability of measurements of the varying parameters (e.g., temperature, humidity, wind, traffic loading, etc.) is the main discriminant. If this is the case, different kinds of regression and interpolation analyses can be carried out to explicitly model the relationship between damage symptoms and the external variables [23].

Alternatively, other approaches attempt to subdivide the healthy reference state into a set of sub-domains related to different environmental and operating conditions. Therefore, a comparison to detect damage is carried out between two states of the system (i.e., the reference state and that under investigation) that share the same environmental and operational conditions. Damage is detected when the
structural response does not match with any reference state. However, the detection of an unexpected state, such as a damage symptom, presents two weak points: the difficulty in measuring all the influential environmental and operational parameters and, as a consequence, the impossibility to exhaustively define \textit{a priori} all the reference states the structure may experience throughout its life-cycle. Thus, the reliability of the assessment is affected by a considerable risk of false-positive detection whenever a new state of the system not related to damage is encountered.

Sometimes direct measurements are not always practical and, often, the variability of the structural response depends upon so many factors that the definition of an explicit relation with the damage features becomes unfeasible. When direct measurements of environmental and operational conditions are not available, the detection heads towards the identification of changes in the extracted features that are “orthogonal” to the changes caused by the environmental and operational variations. This can be achieved by selecting features that are mainly sensitive to damage but insensitive or at least not very sensitive to the system variability and its environment. An example in this sense is the adoption of modal filters such as damage features, proposed by Deraemaeker and Preumont in [24], and the recognition of spurious peaks in their outputs for the detection.

Alternatively, an implicit modelling of the relationship between the environmental and operational variables and the damage sensitive features can be pursued without measuring the former factors. The features are projected in the subspace orthogonal to the one identified as the subspace wherein lie the external effects. Then, techniques such as factor analysis [25-26] and decomposition methods such as Principal Components Analysis (PCA) [27-28], Proper Orthogonal Decomposition (POD) [29-30] and Singular Value Decomposition (SVD) [31-33] can be employed to get rid of the environmental and operational effects.

Finally, some innovative approaches have been proposed to deal with the variability of environmental and operational conditions. In [34], Surace and Worden propose a negative selection algorithm inspired by the human immune system to detect novelties in structures subject to varying operational and environmental conditions. Cointegration is a promising analysis tool imported from the field of econometrics. It is developed in [35] in a nonlinear formulation, as to remove the dependency of the
structural response on the environmental/operational influences, and to create a variable capable of maintaining its sensitivity to damage.

Two damage detection techniques are presented in the following to demonstrate the lack of accuracy of methods which disregard the variability of features related to external factors, and further to provide a reliable tool to deal with this problem. The results of the modal identification carried out on the time-varying system are adopted at this point.

4.2 Reference-based damage detection

A reference-based damage detection method is first applied in order to investigate the masking effects of the time-variant loading conditions on the damage features. The identified natural frequencies of the first four modes of the beam are selected to play this role. Here damage detection is conceived of as a novelty detection problem, which entails only the availability of data from the undamaged state of the structure, with no a priori information about the damaged states required. Indication of the damage occurrence is provided by a measure of the discordance of a candidate observation from the data set which represents the normal condition of the system. An observation which appears inconsistent with the data used to represent the baseline is considered as generated by a different state of the system and thus labelled as an outlier, i.e., a novelty. This process of outliers recognition is named Outlier Analysis.

The measure of discrepancy between two sets of data is the Mahalanobis squared distance, which suitably copes with the comparison of multivariate observations. The mapping between a candidate observation \( \{x_c\} \), defined as the set of damage sensitive features (i.e., the natural frequencies identified at each time-step), and the scalar damage index \( D_c \) is provided by the following equation:

\[
D_c = (\{x_c\} - \{\bar{x}\})^T [S]^{-1} (\{x_c\} - \{\bar{x}\}),
\]

where \( \{\bar{x}\} \) and \( [S] \) are respectively the mean vector and the covariance matrix of the reference data set. A Monte Carlo approach based on extreme value statistics is used to compute the threshold value that discriminates the candidate observations as inliers or outliers. The threshold value is extracted from a uniformly-distributed population with the same dimensions of the data set assumed to be the reference, i.e., the same number of features and observations. A confidence limit percentage of 1% is set to define
the exceeding threshold over a large number of trials. When the Mahalanobis square distance of a
candidate observation exceeds the threshold, a novelty is detected and a change in the system is inferred.
For more details about the outlier analysis and its application to damage detection, the reader is referred
to [36].

In this approach to damage detection, the reference set corresponds to a well-defined data set that is
assumed as representative of the baseline of the system. The bounds of the reference set are arbitrarily
established and they assume a crucial role, since the threshold value depends upon the size of the normal
data. Moreover, all new observations are processed as candidate outliers according to Eq. (13), where the
mean vector and the covariance matrix still depend upon the choice of the reference set.

Fig. 10 shows the result of the outlier analysis carried out on the first four identified frequencies of the
quasi-stationary system. Up to the first 300 samples, the outcome is globally under the threshold
(horizontal dashed line), which provides the indication of a healthy state of the structure. Very few
normal observations exceeding the threshold (blue points circled in red) are erroneously classified as
outliers. However, most of the damaged samples are below the threshold and circled in blue to signal the
false-negative misclassifications. We can conclude that the accuracy of the outlier analysis is
considerably affected by the masking effect of varying loading conditions.

4.3 Reference-free damage detection

The strong dependency of the damage detection technique on the selected reference set, as previously
highlighted in the case of outlier analysis, represents a drawback for its application to a realistic SHM
system. On the contrary, the methods based on the decomposition of the observations matrix have a
powerful advantage from this point of view. These do not necessarily require a subjective definition of the
reference set.
A tight connection between different decompositions methods (namely PCA, POD and SVD) exists and is well-clarified in [29]. Analogously to modal analysis, and more generally to eigen-problems, decomposition methods aim at uncoupling the spatial and temporal content of the dynamic response of the system. Given an observations matrix $A$ composed by $m$ observations (rows) of $n$-variate features (columns), the SVD performs the decomposition:

$$A = U \Sigma V^T ,$$  \tag{14}

where $U$ and $V$ are orthogonal matrices ($m \times n$ and $n \times n$, respectively) and $\Sigma$ is a diagonal matrix ($n \times n$). $U$ and $V$ are commonly respectively referred to as left-hand and right-hand eigenvectors, or as singular vectors matrices; while $\Sigma$ is the eigenvalues or singular values matrix. The singular values are normally arranged in decreasing order and represent the extent of variability of the data projected in the reference space defined by the singular vectors. The link between SVD and the eigen-decomposition is proved by the correspondence between the singular values and vectors, and the eigenvalues and eigenvectors, derived from the matrix $A A^T$. Moreover, each singular value corresponds to a single basis function represented by each of the columns of the $V$ matrix. Eq. (14) can be re-written as the product of two sets of functions: a temporal and a spatial one:

$$A = Q V^T = \sum_{k=1}^{m} d_k v_k^T,$$  \tag{15}
where the matrix $Q$ is obtained multiplying the matrices $U$ and $\Sigma$ and its columns $q_k$ are the functions that describe the temporal variation of the measurements. The $v_k$ are the basis functions responsible for the spatial variation of the measurements. In [37], the authors presented sufficient conditions on the response sampling, in order to retrieve the modal characteristics from the measured after-shock responses with a prescribed accuracy.

A reduced realization of the time-varying system can be computed by setting to zero the singular values related to undesired sources of variability. A reduced order singular values matrix $\Sigma_{\text{red}}$ is established and its adoption in (14) enables the uncounted variations to be filtered out. A reasonable choice when dealing with time-varying systems is to discard the main source of variability, which blurs the structural response thus preventing an effective assessment, in order to magnify more local and symptomatic events.

This specific interpretation of SVD is here exploited to detect abrupt changes of the selected damage-sensitive features and use these as reliable indications of damage occurrence in varying environmental conditions. In the present case study, the first singular value is seen to carry 99.8% of the measurement variability, which can be reasonably ascribed to the response to time-varying loading. The remaining 0.2% is explained by the last three singular values, equal to 7.3, 6.8 and 4.1, respectively. These can be considered substantially equivalent when compared to the value of 11847 obtained for the first.

To discard, or at least reduce, the effect of the varying stress, the reduced matrix $\Sigma_{\text{red}}$ is computed by setting the first diagonal element to zero. The result for the first system is shown in Fig. 11, where the monitored natural frequencies are represented according to the reduced order realization. It is worthwhile to notice that the exclusion of the first singular value, which carries most of the “energy” in the system, leads to the loss of the physical meaning of the measurements, whose values are now comparable and non-positive. The variations referring to the loading alterations are still identifiable but significantly reduced compared to those observed in Fig. 3. The damage occurrence is unequivocally detectable, as sudden changes for the last two features are amplified by the reduced order decomposition. Furthermore, the first feature seems to be insensitive to damage and to follow a similar trend to the time-varying loading. For the second one, a discontinuity is still present but partially masked by the significant load alterations. The damage sensitivity of the features mainly depends on the damage location, on the
geometry, and on the boundary conditions of the structure. SVD amplifies the discontinuities introduced by local damage in some features even if these are hidden in the non-stationarity of data.

Figure 11: Damage features after reduced order realization through SVD: damage occurrence identifiable at the 300th observation as trend discontinuity.

5. Conclusions

The effects of time-varying loads on the modal identification and damage assessment of beam/cable-like structures have been investigated. Spectral techniques based on Fourier Transforms have been successfully applied to extract modal parameters from quasi and non-stationary data. The implemented curve-fitting procedure proved to be an effective means to free the method from its dependency on the FFT frequency resolution. Computational simplicity and rapidity are the main advantages of these techniques which have been seen to accurately deal with slightly non-linear time-varying systems. For this purpose, wavelet transform-based techniques have been used to assess the linearity of the system and justify the adoption of the aforementioned techniques.

The presented SVD-based assessment method provides a reliable solution for the early detection of damage events in pre-stressed beam/cable-like structures subjected to changes of loading conditions. A priori, the proposed methodology could be extended to the damage assessment of those structures that show a non-stationary behaviour related to changes of environmental and operational conditions. The
SVD shows the ability to divorce the effects of exogenous events (long-term trend) from those related to damage. The latter appear as sudden “discontinuities” in the trend of features when a reduced order realization of the time-varying system is performed after the singular values decomposition. Limited to the results of the case study presented in this work, the SVD outperformed the OA, giving an important indication about the lack of accuracy of reference-based methods when these are applied to the damage detection of non-stationary systems. Moreover, a further advantage of the proposed methodology consists in its independence from a subjective definition of the reference set.

However, further investigations are required. These concern the selection of damage features and, more particularly, the definition of criteria to select the most damage-sensitive set. Indeed, the efficiency of the technique was seen to be dependent on the set of available natural frequencies considered in the decomposition. A more systematic study is required on the relation between physical (e.g., natural frequencies) and mathematical features (e.g., singular vectors derived from SVD). Further works are currently ongoing to evaluate the capability of the SVD to identify damage location by using modal shapes as features.
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