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We address the issue of variable selection in the regression model with very high ambient dimension, i.e., when the number of variables is very large. The main focus is on the situation where the number of relevant variables, called intrinsic dimension and denoted by $d^*$, is much smaller than the ambient dimension $d$. Without assuming any parametric form of the underlying regression function, we get tight conditions making it possible to consistently estimate the set of relevant variables. These conditions relate the intrinsic dimension to the ambient dimension and to the sample size. The procedures that are provably consistent under these tight conditions are simple: they are based on comparing the empirical Fourier coefficients with an appropriately chosen threshold value.

The asymptotic analysis reveals the presence of two quite different regimes. The first regime is when $d^*$ is fixed. In this case the situation in nonparametric regression is the same as in linear regression, i.e., consistent variable selection is possible if and only if $\log d$ is small compared to the sample size $n$. The picture is completely different in the second regime, $d^* \to \infty$ as $n \to \infty$, where we prove that consistent variable selection in nonparametric set-up is possible only if $d^* + \log \log d$ is small compared to $\log n$.

1. Introduction. Real-world data such as those obtained from neuroscience, chemometrics, data mining, or sensor-rich environments are often extremely high-dimensional, severely underconstrained (few data samples compared to the dimensionality of the data), and interspersed with a large number of irrelevant or redundant features. Furthermore, in most situations the data is contaminated by noise making it even more difficult to retrieve useful information from the data. Relevant variable selection is a compelling approach for addressing statistical issues in the scenario of high-dimensional and noisy data with small sample size. Starting from Mallows (1973), Akaike (1973), Schwarz (1978) who introduced respectively the famous criteria $C_p$, AIC and BIC, the problem of variable selection has been extensively studied in the statistical and machine learning literature both from the theoretical and algorithmic viewpoints. It appears, however, that the theoretical limits of performing variable selection in the context of nonparametric regression are still poorly understood, especially in the case where the number of variables, denoted by $d$ and referred to as ambient dimension, is much larger than the sample size $n$. The purpose of the present work is to explore this setting under the assumption that the number of relevant variables, hereafter called intrinsic dimension and denoted by $d^*$, may grow with the sample size but remains much smaller than the ambient dimension $d$.

In the important particular case of linear regression, the latter scenario has been the subject of a number of recent studies. Many of them rely on $\ell_1$-norm penalization—as for instance in (Tibshirani, 1996, Zhao and Yu, 2006, Meinshausen and Bühlmann, 2010)—and constitute an attractive
alternative to iterative variable selection procedures proposed by Alquier (2008), Zhang (2009), Ting et al. (2010) and to marginal regression or correlation screening explored in (Wasserman and Roeder, 2009, Fan et al., 2009). Promising results for feature selection are also obtained by conformal prediction (Hebiri, 2010), minimax concave penalties in (Zhang, 2010), by Bayesian approach in (Scott and Berger, 2010) and by higher criticism in (Donoho and Jin, 2009). Extensions to other settings including logistic regression, generalized linear model and Ising model have been carried out in (Bunea and Barbu, 2009, Ravikumar et al., 2010, Fan et al., 2009), respectively. Variable selection in the context of groups of variables with disjoint or overlapping groups has been studied by Jenatton et al. (2009), Lounici et al. (2010), Obozinski et al. (2011). Hierarchical procedures for selection of relevant variables have been proposed by Bach (2009), Bickel et al. (2010) and Zhao et al. (2009).

It is now well understood that in the high-dimensional linear regression, if the Gram matrix satisfies some variant of irrepresentable condition, then consistent estimation of the pattern of relevant variables—also called the sparsity pattern—is possible under the condition \(d^* \log(d/d^*) = o(n)\) as \(n \to \infty\). Furthermore, it is well known that if \((d^* \log(d/d^*)) / n\) remains bounded from below by some positive constant when \(n \to \infty\), then it is impossible to consistently recover the sparsity pattern. Thus, a tight condition exists that describes in an exhaustive manner the interplay between the quantities \(d^*\), \(d\) and \(n\) that guarantees the existence of consistent estimators. The situation is very different in the case of non-linear regression, since, to our knowledge, there is no result providing tight conditions for consistent estimation of the sparsity pattern.

The papers (Lafferty and Wasserman, 2008) and (Bertin and Lecué, 2008), closely related to the present work, consider the problem of variable selection in nonparametric Gaussian regression model. They prove the consistency of the proposed procedures under some assumptions that—in the light of the present work—turn out to be suboptimal. More precisely, in (Lafferty and Wasserman, 2008), the unknown regression function is assumed to be four times continuously differentiable with bounded derivatives. The algorithm they propose, termed Rodeo, is a greedy procedure performing simultaneously local bandwidth choice and variable selection. Under the assumption that the density of the sampling design is continuously differentiable and strictly positive, Rodeo is shown to converge when the ambient dimension \(d\) is \(O(\log n / \log \log n)\) while the intrinsic dimension \(d^*\) does not increase with \(n\). On the other hand, Bertin and Lecué (2008) propose a procedure based on the \(\ell_1\)-penalization of local polynomial estimators and prove its consistency when \(d^* = O(1)\) but \(d\) is allowed to be as large as \(\log n\), up to a multiplicative constant. They also have a weaker assumption on the regression function which is merely assumed to belong to the Holder class with smoothness \(\beta > 1\).

This brief review of the literature reveals that there is an important gap in consistency conditions for the linear regression and for the non-linear one. For instance, if the intrinsic dimension \(d^*\) is fixed, then the condition guaranteeing consistent estimation of the sparsity pattern is \((\log d) / n \to 0\) in linear regression whereas it is \(d = O(\log n)\) in the nonparametric case. While it is undeniable that the nonparametric regression is much more complex than the linear one, it is however not easy to find a justification to such an important gap between two conditions. The situation is even worse in the case where \(d^* \to \infty\). In fact, for the linear model with at most polynomially increasing ambient dimension \(d = O(n^k)\), it is possible to estimate the sparsity pattern for intrinsic dimensions \(d^*\) as large as \(n^{1-\epsilon}\), for some \(\epsilon > 0\). In other words, the sparsity index can be almost on the same order as the sample size. In contrast, in nonparametric regression, there is no procedure that is proved to converge to the true sparsity pattern when both \(n\) and \(d^*\) tend to infinity, even if \(d^*\) grows extremely slowly.
In the present work, we fill this gap by introducing a simple variable selection procedure that selects the relevant variables by comparing some well chosen empirical Fourier coefficients to a prescribed significance level. Consistency of this procedure is established under some conditions on the triplet \((d^*, d, n)\) and the tightness of these conditions is proved. The main take-away messages deduced from our results are the following:

- When the number of relevant variables \(d^*\) is fixed and the sample size \(n\) tends to infinity, there exist positive real numbers \(c_*\) and \(c^*\) such that (a) if \((\log d)/n \leq c_*\) the estimator proposed in Section 3 is consistent and (b) no estimator of the sparsity pattern may be consistent if \((\log d)/n \geq c^*\).
- When the number of relevant variables \(d^*\) tends to infinity with \(n \to \infty\), then there exist real numbers \(\zeta_i\) and \(\bar{c}_i\), \(i = 1, 2\) such that \(\zeta_1 > 0\), \(\bar{c}_1 > 0\) and (a) if \(\zeta_1 d^* + \log \log d - \log n < \zeta_2\) the estimator proposed in Section 3 is consistent and (b) no estimator of the sparsity pattern may be consistent if \(\bar{c}_1 d^* + \log \log d - \log n > \bar{c}_2\).
- In particular, if \(d\) grows not faster than a polynomial in \(n\), then there exist positive real numbers \(c_0\) and \(c^0\) such that (a) if \(d^* \leq c_0 \log n\) the estimator proposed in Section 3 is consistent and (b) no estimator of the sparsity pattern may be consistent if \(d^* \geq c^0 \log n\).

In the regime of a growing intrinsic dimension \(d^* \to \infty\) and a moderately large ambient dimension \(d = O(n^{\alpha})\), for some \(C > 0\), we make a concentrated effort to get the constant \(c_0\) as close as possible to the constant \(c^0\). This goal is reached for the model of Gaussian white noise and, very surprisingly, it required from us to apply some tools from complex analysis, such as the Jacobi \(\theta\)-function and the saddle point method, in order to evaluate the number of lattice points lying in a ball of an Euclidean space with increasing dimension.

The rest of the paper is organized as follows. The notation and assumptions necessary for stating our main results are presented in Section 2. In Section 3, two estimators of the set of relevant variables are introduced and their consistency is established, in the case where the data come from the Gaussian white noise model. The main condition required in the consistency results involves the number of lattice points in a ball of a high-dimensional Euclidean space. An asymptotic equivalent for this number is presented in Section 4 via the Jacobi \(\theta\)-function and the saddle point method. Results on impossibility of consistent estimation of the sparsity pattern are derived in Section 5. Then, in Section 6, we show that some of our results can be extended to the model of nonparametric regression, under some additional assumptions, which are quite common in the context of regression. The relation between consistency and inconsistency results are discussed in Section 7. The technical parts of the proofs are postponed to the Appendix.

### 2. The problem formulation and the assumptions.

We are interested in the variable selection task (also known as model selection, feature selection, sparsity pattern estimation) in the context of high-dimensional non-linear regression. Let \(f : [0, 1]^d \to \mathbb{R}\) denote the unknown regression function. We assume that the number of variables \(d\) is very large, possibly much larger than the sample size \(n\), but only a small number of these variables contribute to the fluctuations of the regression function \(f\).

To be more precise, we assume that for some small subset \(J\) of the index set \(\{1, \ldots, d\}\) satisfying \(\text{Card}(J) \leq d^*\), there is a function \(\tilde{f} : \mathbb{R}^{\text{Card}(J)} \to \mathbb{R}\) such that

\[
\tilde{f}(x) = \tilde{f}(x_J), \quad \forall x \in \mathbb{R}^d,
\]

where \(x_J\) stands for the subvector of \(x\) obtained by removing from \(x\) all the coordinates with in-
Let us introduce the trigonometric Fourier basis identifiability assumptions on $f$ appearing in conditions imposed on the regression function $f$ in order to describe the smoothness assumption imposed on $f$, let us introduce the trigonometric Fourier basis

$$
\varphi_k(x) = \begin{cases} 
1, & k = 0, \\
\sqrt{2} \cos(2\pi k \cdot x), & k \in (\mathbb{Z}^d)_+, \\
\sqrt{2} \sin(2\pi k \cdot x), & -k \in (\mathbb{Z}^d)_+, 
\end{cases}
$$

(1)

where $(\mathbb{Z}^d)_+$ denotes the set of all $k \in \mathbb{Z}^d \setminus \{0\}$ such that the first nonzero element of $k$ is positive and $k \cdot x$ stands for the usual inner product in $\mathbb{R}^d$. In what follows, we use the notation $(\cdot, \cdot)$ for designing the scalar product in $L^2([0,1]^d; \mathbb{R})$, that is $(h, \tilde{h}) = \int_{[0,1]^d} h(x) \tilde{h}(x) \, dx$ for every $h, \tilde{h} \in L^2([0,1]^d; \mathbb{R})$. Using this orthonormal Fourier basis, we define

$$
\Sigma_L = \left\{ f : \sum_{k \in \mathbb{Z}^d} k_j^2 (f, \varphi_k)^2 \leq L; \quad \forall j \in \{1, \ldots, d\} \right\}.
$$

To ease notation, we set $\theta_k[f] = (f, \varphi_k)$ for all $k \in \mathbb{Z}^d$. In addition to the smoothness, we need also to require that the relevant variables are sufficiently relevant for making their identification possible. This is done by means of the following condition.

$[C1(\kappa, L)]$ The regression function $f$ belongs to $\Sigma_L$. Furthermore, for some subset $J \subset \{1, \ldots, d\}$ of cardinality $\leq 4^*$, there exists a function $\tilde{f} : \mathbb{R}^{\text{Card}(J)} \to \mathbb{R}$ such that $f(x) = \tilde{f}(x_J)$, $\forall x \in \mathbb{R}^d$ and it holds that

$$
Q_j[f] \equiv \sum_{k: k_j \neq 0} \theta_k[f]^2 \geq \kappa, \quad \forall j \in J.
$$

(2)

One easily checks that $Q_j[f] = 0$ for every $j$ that does not lie in the sparsity pattern. This provides a characterization of the sparsity pattern as the set of indices of nonzero coefficients of the vector $Q[f] = (Q_1[f], \ldots, Q_d[f])$.

Prior to describing the procedures for estimating $J$, let us comment Condition $[C1]$. It is important to note that the identifiability assumption (2) can be rewritten as

$$
\int_{[0,1]^d} (f(x) - \tilde{f}(x_J))^2 \, dx \geq \kappa
$$

and, therefore, is not intrinsically related to the basis we have chosen. In the case of continuously differentiable and 1-periodic function $f$, the smoothness assumption $f \in \Sigma_L$ as well can be rewritten without using the trigonometric basis, since

$$
\sum_{k \in \mathbb{Z}^d} k_j^2 \theta_k[f]^2 = (2\pi)^{-2} \int_{[0,1]^d} [\partial_j f(x)]^2 \, dx.
$$

Thus, condition $[C1]$ is essentially a constraint on the function $f$ itself and not on its representation in the specific basis of trigonometric functions.
The results of this work can be extended with minor modifications to other types of smoothness conditions imposed on \( f \), such as Hölder continuity or Besov-regularity. In these cases the trigonometric basis (1) should be replaced by a basis adapted to the smoothness condition (spline, wavelet, etc.). Furthermore, even in the case of Sobolev smoothness, one can replace the set \( \Sigma_L \) corresponding to smoothness order 1 by any Sobolev ellipsoid of smoothness \( \beta > 0 \), see (Comminges, 2011) for some additional details. Roughly speaking, the role of the smoothness assumption is to reduce the statistical model with infinite-dimensional parameter \( f \) to a finite-dimensional model having good approximation properties. Any value of smoothness order \( \beta > 0 \) leads to this reduction. The value \( \beta = 1 \) is chosen for simplicity of exposition only.

3. Idealized setup: Gaussian white noise model. In order to convey the main ideas without taking care of some technical details, we start by focusing our attention on the Gaussian white noise model, that has been proved to be asymptotically equivalent to the model of regression (Brown and Low, 1996, Carter, 2007, Reiß, 2008), as well as to other nonparametric models (Brown et al., 2004, Dalalyan and Reiß, 2006, Golubev et al., 2010). Thus, we assume that the available data consists of Gaussian process \( \{ Y(\phi) : \phi \in L^2([0,1]^d;\mathbb{R}) \} \) such that

\[
\mathbb{E}_d[Y(\phi)] = \int_{[0,1]^d} f(x) \phi(x) \, dx, \quad \text{Cov}_f(Y(\phi), Y(\phi')) = \frac{1}{n} \int_{[0,1]^d} \phi(x)\phi'(x) \, dx.
\]

It is well-known that these two properties uniquely characterize the probability distribution of a Gaussian process. An alternative representation of this process \( Y \) is

\[
d Y(x) = f(x) \, dx + n^{-1/2} dW(x), \quad x \in [0,1]^d,
\]

where \( W(x) \) is a \( d \)-parameter Brownian sheet. Note that minimax estimation and detection of the function \( f \) in this set-up (but without sparsity assumption) has been studied by Ingster and Suslina (2007).

3.1. Estimation of \( J \) by thresholding Fourier coefficients. A natural approach for variable selection consists in computing the Fourier coefficients of the observed signal and in comparing them to a properly chosen threshold. Since the trigonometric basis is orthonormal and contains the constant function, it follows that

\[
j \not\in J \implies \theta_k[f] = \langle f, \varphi_k \rangle = 0, \quad \forall k \text{ s.t. } k_j \neq 0.
\]

It is not difficult to show that the converse is also true. Therefore, one has

\[
J = \left\{ j \in \{1, \ldots, d\} : \exists k \text{ s.t. } k_j \neq 0 \text{ and } \theta_k[f] \neq 0 \right\}.
\]

Our first estimator is based on this characterization of the sparsity pattern. If we denote by \( y_k \) the observable random variable \( Y(\varphi_k) \), we have

\[
y_k = \theta_k[f] + n^{-1/2} \xi_k, \quad \theta_k = \langle f, \varphi_k \rangle, \quad k \in \mathbb{Z}^d,
\]

where \( \{ \xi_k; k \in \mathbb{Z}^d \} \) form a countable family of independent Gaussian random variables with zero mean and variance equal to one. According to this property, \( y_k \) is a good estimate (unbiased and with a mean squared error equal to \( 1/n \)) of \( \theta_k[f] \) and, therefore, it seems natural to estimate the set \( J \) by the set

\[
\tilde{J}_\lambda = \left\{ j \in \{1, \ldots, d\} : \sup_{k \in \mathbb{Z}^d : k_j \neq 0} |y_k| > \lambda \right\},
\]
for some positive parameter $\lambda$. However, this estimator suffers from two major flows. First, it is impossible to compute, since for every $j$ an infinite number of comparisons should be performed. Second, even if we neglect the computational aspect, the estimator $\hat{f}_1$ is definitely not consistent since for every $\lambda$ and for every $j \neq J$, one can find (with probability one) a random variable among the infinite sequence $\{\xi_k : k_j \neq 0\}$ that exceeds the threshold $\lambda$ in absolute value. Therefore, the probability of having $\hat{f}_1 = \{1, \ldots, d\}$ is equal to one.

To cope with this issue, we restrict the set of indices for which the comparison with the threshold is performed. We use the standard notation for the vector norms:

$$\|x\|_0 = \sum_{j=1}^d 1(x_j \neq 0), \quad \|x\|_p^p = \sum_{j=1}^d |x_j|^p, \quad \forall p \in [1, \infty), \quad \|x\|_{\infty} = \sup_{j=1,\ldots,d} |x_j|,$$

for every $x \in \mathbb{R}^d$. Let us fix an integer $m > 0$ and denote, for $j \in \{1, \ldots, d\}$,

$$S_{m, d^*}^j = \left\{ k \in \mathbb{Z}^d : \|k\|_2 \leq m, \|k\|_0 \leq d^* \text{ and } k_j \neq 0 \right\}.$$

Using the sets $S_{m, d^*}^j$, we define the estimator of $J$ by the formula

$$\hat{f}_{1, n}(m, \lambda) = \left\{ j \in \{1, \ldots, d\} : \max_{k \in S_{m, d^*}} |y_k| > \lambda \right\}. \quad (7)$$

This estimator depends on two parameters, $m$ and $\lambda$, having natural physical meaning. The parameter $m$ allows to adapt the estimator to the smoothness of the underlying regression function, while $\lambda$ is the threshold used for discriminating significant coefficients from the noise. Thus, it is not surprising that in the next theorem, $m$ is a decreasing function of $L$ and $\lambda$ is proportional to the noise level $n^{-1/2}$.

**Theorem 1.** Let condition [C1($\kappa, L$)] be satisfied with some known constants $\kappa > 0$ and $L < \infty$. For some real number $\Lambda > 1$, set

$$m = \left(2Ld^*/\kappa \right)^{1/2} \quad \text{and} \quad \lambda = \left(\frac{2\Lambda d^* \log(6md)}{n}\right)^{1/2}.$$

For any $\gamma > 0$, let us define $N(d^*, \gamma)$ as the cardinality of the set $\{k \in \mathbb{Z}^{d^*} : \|k\|_2^2 \leq \gamma d^* \& k_1 \neq 0\}$. If

$$\frac{d^* N(d^*, 2L/\kappa) \log(6md)}{n} \leq \frac{\kappa}{16\Lambda} \quad \text{(8)}$$

then $\hat{f}_1(m, \lambda)$ is a consistent estimator of $J$ and the probability of the event $\hat{f}_1(m, \lambda) \neq J$ is upper bounded by $6d^{-d^*(\Lambda - 1)}$.

This theorem provides interesting insight to the possibility of consistent recovery of the sparsity pattern $J$ in the context of fixed intrinsic dimension. In fact, when $d^*$ remains bounded from above when $n \to \infty$ and $d \to \infty$, then we get that $P(\hat{f}_1(m, \lambda) = J) \to_{n,d \to \infty} 1$ provided that

$$\log d \leq \text{Const} \cdot n. \quad \text{(9)}$$

Although we did not find this result in the statistical literature on variable selection, it can be checked that (9) is a necessary and sufficient condition for recovering the sparsity pattern $J$ in
linear regression with fixed sparsity $d^*$ and growing dimension $d$ and sample size $n$. Thus, in the regime of fixed or bounded $d^*$, the sparsity pattern estimation in nonparametric regression is not more difficult than in the parametric linear regression, as far as only the consistency of estimation is considered and the precise value of the constant in (9) is neglected. Furthermore, the estimator of $J$ which is proved to be consistent under condition (9) does not really exploit the structure of the Fourier coefficients of the regression function.

3.2. Estimation of $J$ by group-thresholding. In the regime of growing intrinsic dimension $d^* \to \infty$, the term $N(d^*, m^2/d^*)$ present in (8) tends to infinity as well. Furthermore, as we show in Section 4, this convergence takes place at an exponential rate in $d^*$. It is possible then to construct an estimator of $J$ which is consistent under a weaker condition than the one given by (8). Roughly speaking, we are going to demonstrate that if in (8) the quantity $N(d^*, m^2/d^*)$ is replaced by its square root, then consistent estimation of $J$ is still possible and can be done by a group-thresholding procedure.

We now consider an estimator of $J$ that is based on testing subsets of variables. For every $\ell \in \{1, \ldots, d^*\}$, we denote by $P^d_\ell$ the set of all subsets $I$ of $\{1, \ldots, d\}$ having exactly $\ell$ elements:

$$P^d_\ell = \left\{ I \subset \{1, \ldots, d\} : \text{Card}(I) = \ell \right\}. $$

For every multi-index $k \in \mathbb{Z}^d$, we denote by supp$(k)$ the set of indices corresponding to nonzero entries of $k$. To define the blocks of coefficients $\theta_k$ that will be tested for significance, we introduce the notation

$$S^l_{m, I} = \left\{ k \in \mathbb{Z}^d : ||k||_2 \leq m \ \text{and} \ \{ j \} \subset \text{supp}(k) \subset I \right\}. $$

Using this notation, one easily checks that for every $j \in J$, the following relation holds true: $Q_j = \lim_{m \to \infty} \sum_{k \in S^l_{m, I}} \theta_k^2 \geq \kappa$. Therefore, for every $j \in J$ and $\tau > 0$, and for $m$ large enough, there exists a set $I \in P^d_{d^*}$ such that $Q^l_{m, I} = \sum_{k \in S^l_{m, I}} \theta_k^2 \geq \kappa \tau/(L+\tau)$. This property, combined with the fact that

$$\hat{Q}^l_{m, I} = \sum_{k \in S^l_{m, I}} \left( y_k^2 - \frac{1}{n} \right)$$

is an unbiased estimate of $Q^l_{m, I}$, leads us to define an estimator of the set $J$ by

$$\hat{J}_{2, n}(m, \lambda) = \left\{ j \in \{1, \ldots, d\} : \max_{\ell \leq d^*} \max_{I \in P^d_\ell} \hat{Q}^l_{m, I} \geq 1 \right\};$$

where $m = (m_1, \ldots, m_{d^*}) \in \mathbb{N}^{d^*}$ and $\lambda = (\lambda_1, \ldots, \lambda_{d^*}) \in \mathbb{R}^{d^*}$ are two vectors of tuning parameters.

**Theorem 2.** Let condition [C1$(\kappa, L)$] be satisfied with some known constants $\kappa > 0$ and $L < \infty$. For some real numbers $\tau > 0$ and $A > 1$, set

$$m_\ell = \left( (L+\tau)\ell / \kappa \right)^{1/2} \quad \text{and} \quad \lambda_\ell = \frac{2 \sqrt{\text{AN}(\ell, m_\ell^2/\ell)d^*\log d} + 2Ad^*\log d}{n}. $$

If the condition

$$8\sqrt{\text{AN}(d^*, (L+\tau)/\kappa)d^*\log d} + 10Ad^*\log d \leq \frac{\kappa \tau}{L+\tau}$$

is fulfilled, then the estimator $\hat{J}_{2, n}(m, \lambda)$ is consistent and $\mathbb{P} \left( \hat{J}_{2, n}(m, \lambda) \neq J \right) \leq 6d^{-d^*(A-1)}$. 

In order to fully understand the constraints imposed on $d$, $d^*$ and $n$ by condition (10), we need to describe the behavior of $N(d^*, \gamma)$ when $\gamma > 0$ is fixed and $d^* \to \infty$. This will be done in the next section. Let us simply note here that condition (10) is obviously weaker than condition (8), since the latter requires that $N(d^*, \gamma)d^* \log d$ is bounded by $n$ up to a multiplicative constant, while the former requires from the same quantity to be bounded by $n^2$, still up to a multiplicative constant.

Another important observation concerns the number of tuning parameters involved in each estimation procedure $\hat{f}_{1,n}$ and $\hat{f}_{d,n}$. In fact, Theorems 1 and 2 reveal that the genuine tuning parameters are not $(m, \lambda)$ or $(m, \lambda)$, but rather $\theta = (L + \tau)/\kappa$. Indeed, once the value of $(L + \tau)/\kappa$ is given, the parameters $(m, \lambda)$ and $(m, \lambda)$ can be computed in a unique manner. Since in practice neither $L$ nor $\kappa$ is known, the optimal value of $\theta$ should be determined from the data. We envisage to tackle this issue in a future work.

4. Counting lattice points in a ball. The aim of the present section is to investigate the properties of the quantity $N(d^*, \gamma)$ that is involved in the conditions ensuring the consistency of the proposed procedures. Quite surprisingly, the asymptotic behavior of $N(d^*, \gamma)$ turns out to be related to the Jacobi $\theta$-function. In order to show this, let us introduce some notation. For a positive number $\gamma$, we set

$$\mathcal{G}_1(d^*, \gamma) = \left\{ k \in \mathbb{Z}^{d^*} : k_1^2 + \ldots + k_{d^*}^2 \leq \gamma d^* \right\},$$

$$\mathcal{G}_2(d^*, \gamma) = \left\{ k \in \mathbb{Z}^{d^*} : k_1^2 + \ldots + k_{d^*}^2 \leq \gamma d^* \wedge k_1 = 0 \right\},$$

along with $N_1(d^*, \gamma) = \text{Card} \mathcal{G}_1(d^*, \gamma)$ and $N_2(d^*, \gamma) = \text{Card} \mathcal{G}_2(d^*, \gamma)$. In simple words, $N_1(d^*, \gamma)$ is the number of (integer) lattice points lying in the $d^*$-dimensional ball with radius $(\gamma d^*)^{1/2}$ and centered at the origin, while $N_2(d^*, \gamma)$ is the number of (integer) lattice points lying in the $(d^* - 1)$-dimensional ball with radius $(\gamma d^*)^{1/2}$ and centered at the origin. With this notation, the quantity $N(d^*, \cdot)$ of Theorems 1 and 2 can be written as $N_1(d^*, \cdot) - N_2(d^*, \cdot)$. Using relatively elementary volumetric arguments, one can check that $V(d^*)(\sqrt{\gamma} - 1)^{d^*}d^{d^*/2} \leq N_1(d^*, \gamma) \leq V(d^*)(\sqrt{\gamma} + 1)^{d^*}d^{d^*/2}$, where $V(d^*) = \pi^{d^*/2}/\Gamma(1 + d^*/2)$ is the volume of the unit ball in $\mathbb{R}^{d^*}$. Furthermore, similar bounds hold true for $N_2(d^*, \gamma)$ as well. Unfortunately, when $d^* \to \infty$, these inequalities are not accurate enough to yield non-trivial results in the problem of variable selection we are dealing with. This is especially true for the results on impossibility of consistent estimation stated in Section 5.

In order to determine the asymptotic behavior of $N_1(d^*, \gamma)$ and $N_2(d^*, \gamma)$ when $d^*$ tends to infinity, we will rely on their integral representation through Jacobi’s $\theta$-function. Recall that the latter is given by $h(z) = \sum_{r \in \mathbb{Z}} z^{r^2}$, which is well defined for any complex number $z$ belonging to the unit ball $|z| < 1$. To briefly explain where the relation between $N_1(d^*, \gamma)$ and the $\theta$-function comes from, let us denote by $\{a_r\}$ the sequence of coefficients of the power series of $h(z)^{d^*}$, that is $h(z)^{d^*} = \sum_{r \geq 0} a_r z^r$. One easily checks that $\forall r \in \mathbb{N}, a_r = \text{Card} \{ k \in \mathbb{Z}^{d^*} : k_1^2 + \ldots + k_{d^*}^2 = r \}$. Thus, for every $\gamma$ such that $\gamma d^*$ is integer, we have $N_1(d^*, \gamma) = \sum_{r=0}^{\lfloor \gamma d^* \rfloor} a_r$. As a consequence of Cauchy’s theorem, we get:

$$N_1(d^*, \gamma) = \frac{1}{2\pi i} \oint \frac{h(z)^{d^*}}{z^{\gamma d^*} z(1-z)} dz,$$

where the integral is taken over any circle $|z| = w$ with $0 < w < 1$. Exploiting this representation and applying the saddle-point method thoroughly described in Dieudonné (1968), we get the following result.

**Proposition 1.** Let $\gamma > 0$ be an integer and let $l_r(z) = \log h(z) - \gamma \log z$. 

1. There is a unique solution $z_\gamma$ in $(0, 1)$ to the equation $l_\gamma'(z) = 0$. Furthermore, the function $\gamma \mapsto z_\gamma$ is increasing and $l_\gamma''(z_\gamma) > 0$.

2. The following equivalences hold true:

$$N_1(d^*, \gamma) = \left(\frac{h(z_\gamma)}{z_\gamma}\right)^{d^*} \frac{1 + o(1)}{z_\gamma(1 - z_\gamma)(2l_\gamma''(z_\gamma)\pi d^*)^{1/2}}$$

$$N_2(d^*, \gamma) = \left(\frac{h(z_\gamma)}{z_\gamma}\right)^{d^*} \frac{1 + o(1)}{h(z_\gamma)z_\gamma(1 - z_\gamma)(2l_\gamma''(z_\gamma)\pi d^*)^{1/2}}$$

as $d^*$ tends to infinity.

In the sequel, it will be useful to remark that the second part of Proposition 1 yields

$$\log \left( N_1(d^*, \gamma) - N_2(d^*, \gamma) \right) = d^* l_\gamma(z_\gamma) - \frac{1}{2} \log d^* + c_\gamma + o(1), \quad \text{as} \quad d^* \to \infty, \quad (11)$$

with $c_\gamma = \log \left( \frac{h(z_\gamma)}{h(z_\gamma)z_\gamma(1 - z_\gamma)^{1/2}} \right)$. Furthermore, while the asymptotic equivalences of Proposition 1 are established for integer values of $\gamma > 0$, relation (11) holds true for any positive real number $\gamma$. In order to get an idea of how the terms $z_\gamma$ and $l_\gamma(z_\gamma)$ depend on $\gamma$, we depicted in Figure 2 the plots of these quantities as functions of $\gamma > 0$.

Combining relation (11) with Theorem 2, we get the following result.

**Corollary 2.** Let condition $[C1(\kappa, L)]$ be satisfied with some known constants $\kappa > 0$ and $L < \infty$. Consider the asymptotic set-up in which both $d = d_n$ and $d^* = d^*_n$ tend to infinity as $n \to \infty$. Assume that $d$ grows at a sub-exponential rate in $n$, that is $\log \log d = o(\log n)$. If

$$\limsup_{n \to \infty} \frac{d^*}{\log n} < \frac{2}{l_\gamma(z_\gamma)}$$

with $\gamma = L/\kappa$, then consistent estimation of $J$ is possible and can be achieved, for instance, by the estimator $\hat{f}_{2,n}$. 
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5. Tightness of the assumptions. In this section, we focus our attention on the functional class $\Sigma(\kappa, L)$ of all functions satisfying assumption $[C1(\kappa, L)]$. In order to avoid irrelevant technicalities and to better convey the main results, we assume that $\kappa = 1$ and denote $\Sigma_L = \Sigma(1, L)$. For emphasize that $J$ is the sparsity pattern of the function $f$ that has been used in the data generation process, we write $J_f$ instead of $J$. The goal in this section is to provide conditions under which the consistent estimation of the sparsity support is impossible, that is there exists a positive constant $c > 0$ and an integer $n_0 \in \mathbb{N}$ such that, if $n \geq n_0$,

$$\inf_{\tilde{J}} \sup_{f \in \Sigma} P(f(\tilde{J} \neq J_f)) \geq c,$$

where the inf is over all possible estimators of $J_f$. To lower bound the left hand side of the last inequality, we introduce a set of $M$ functions $f_0, \ldots, f_M$ such that $f_0 \equiv 0$ and $f_\ell \in \Sigma_L$ for every $\ell = 1, \ldots, M$ and use the fact that

$$\inf_{\tilde{J}} \sup_{f \in \Sigma} P(f(\tilde{J} \neq J_f)) \geq \inf_{\psi} \frac{1}{M} \sum_{\ell=1}^{M} P(\tilde{J} \neq J_{f_\ell}).$$

These functions $f_\ell$ will be chosen in such a way that for each $\ell \geq 1$ there is a set $J_\ell$ of cardinality $d^*$ such that $J_\ell = J_f$ and all the sets $J_1, \ldots, J_M$ are distinct. We can write the inequality (12) as

$$\inf_{\tilde{J}} \sup_{f \in \Sigma} P(f(\tilde{J} \neq J_f)) \geq \inf_{\psi} \frac{1}{M} \sum_{\ell=1}^{M} P_{f_\ell}(\psi \neq \ell),$$

where the inf is taken over all random variables $\psi$ taking values in $\{1, \ldots, M\}$. The latter inf will be controlled using a suitable version of the Fano lemma, see Fano (1961). In what follows, we denote by $\chi(RQ)$ the Kullback-Leibler divergence between two probability measures $P$ and $Q$ defined on the same probability space.

**LEMMA 3** (Corollary 2.6 of Tsybakov (2009)). Let $M \geq 3$ be an integer, $\mathcal{X}, \alpha'$ be a measurable space and let $P_0, \ldots, P_M$ be probability measures on $(\mathcal{X}, \alpha')$. Let us set $\bar{p}_{\psi} = \inf_{\psi} M^{-1} \sum_{\ell=1}^{M} P(\psi \neq \ell)$ where the inf is taken over all measurable functions $\psi : \mathcal{X} \rightarrow \{1, \ldots, M\}$. If for some $0 < \alpha < 1$

$$\frac{1}{M+1} \sum_{\ell=1}^{M} \chi(P_\ell, P_0) \leq \alpha \log M,$$
then
\[ \hat{\rho}_{e,M} \geq \frac{(M+1)(\log(M+1) - \log 2)}{M \log M} - \frac{1}{M} - \frac{1}{2} - \alpha. \]

We apply this lemma with the choice \( \mathcal{X} = \Sigma_L \cup \{f_0\} \). It follows from Fano’s lemma that one can deduce a lower bound on \( \hat{\rho}_{e,M} \), which is the quantity we are interested in, from an upper bound on the average Kullback-Leibler divergence between the measures \( P_{\hat{f}_i} \) and \( P_{\hat{f}_0} \). This roughly means that the functions \( f_i \) should not be very far from \( f_0 \) but they should differ one from another (and from \( f_0 \)) in terms of the sparsity pattern.

5.1. A simple approach for fixed sparsity. One can observe that in the case when \( d^* \) remains bounded from above when \( n \to \infty \), both estimators \( \hat{f}_{1,n} \) and \( \hat{f}_{2,n} \) are consistent as soon as \( \log d \leq cn \) for every \( n \), where \( c \) is a given constant depending on \( \kappa \) and \( L \). In this subsection, we show that if this condition is not verified, then for every estimator, there is at least one function \( f \) — satisfying the assumptions made in the previous section — such that the probability of choosing the true sparsity pattern does not tend to one.

**Proposition 4.** If for some \( \alpha \in (0,1) \) the inequality \( d^*(\log d - \log d^*) \geq \alpha^{-1}n \) holds true for every \( n \geq 1 \), then there is a constant \( c > 0 \) such that
\[ \inf_{J_n} \sup_{f \in \Sigma_L} P_f(\hat{f}_n \neq f) \geq \frac{1}{2} - \alpha, \quad \forall n \geq 1, \]
where the inf is taken over the collection of all the estimator \( \hat{f}_n \).

5.2. Tightness of the conditions for growing sparsity. In the case when the intrinsic dimension \( d^* = d^*_n \to \infty \), the condition ensuring the validity of Theorem 2 is weaker than the one ensuring the validity of Theorem 1. In particular, it follows from Theorem 2 that if the sequences \( (d^*\log d)/n \) and \( (N(d^*, L + \tau)d^*\log d)^{1/2}/n \), are uniformly in \( n \) bounded by some small constant, then the sparsity pattern estimator \( \hat{f}_{2,n} \) is consistent. We have already established in Proposition 4 that the condition on \( (d^*\log d)/n \) is optimal up to constant. The aim is now to show that the condition on \( (N(d^*, L + \tau)d^*\log d)^{1/2}/n \) is optimal up to constant as well.

The first step consists in proving that one can restrict the set of all estimators \( \hat{f}_n \) to the set of estimators that depend only on the absolute values of the observations. In other words, instead of applying Lemma 3 to the measures \( P_f \) one can do the same with the measures \( \tilde{P}_f \) defined as the probability distribution of the sequence \( \{y_k^2 : k \in \mathbb{Z}^d \text{ and } ||k||_\infty \leq n\} \), where \( y_k \) is as defined in (5). The advantage of considering \( \tilde{P}_f \) instead of \( P_f \) is that, in general, the Kullback-Leibler divergence between \( P_f \) and \( \tilde{P}_f \) is smaller than the Kullback-Leibler divergence between \( P_f \) and \( \tilde{P}_f \). To state the next result, we need the additional notation \( \Sigma_{L,n} = \{ f \in \Sigma_L : \sup_{||k||_\infty > n} |\hat{f}(k) - \tilde{f}(k)| = 0 \} \).

**Lemma 5.** Assume that for some \( M \geq 3 \) and some \( \alpha \in (0,1) \) there exist functions \( f_1, \ldots, f_M \) in \( \Sigma_{L,n} \) such that
\[ \frac{1}{M} \sum_{\ell=1}^{M} \chi(\tilde{P}_{f_\ell}, P_{\hat{f}_0}) \leq \alpha \log M \]
and the sparsity patterns of functions \( f_\ell \), for \( \ell = 1, \ldots, M \), are all distinct. Then, the following inequality holds true:
\[ \inf_{J_n} \sup_{f \in \Sigma_{L,n}} P_f(\hat{f}_n \neq f) \geq \frac{1}{2} - \alpha. \]
With these tools at hand, we are in a position to state the main result on the impossibility of consistent estimation of the sparsity pattern in the case when the conditions of Theorem 2 are violated.

**Theorem 3.** Assume that $L > 1$ and $\binom{d}{\tau} \geq 3$. Let $\gamma_L$ be the largest integer satisfying $\gamma(1 + \left(\frac{(\tau - 1)^{-1}}{\theta}\right) - \frac{1}{\gamma_L}) \leq L$, where the Jacobi $\theta$-function $\theta$ and $\tau$ are those defined in Section 4. If for some $\alpha \in (0, 1)$,

$$\frac{N(d^*, \gamma_L)d^* \log(d/d^*)}{n^2} \geq L\alpha^{-1}, \quad (14)$$

then, for $d^*$ is large enough,

$$\inf_{J \in \Sigma} \sup_{f \in \Sigma} P_f(\overline{J} \neq \overline{J}) \geq \frac{1}{2} - \alpha.$$

It is worth stressing here that condition (14) is the converse of condition (10) of Theorem 2 in the case $d^* \to \infty$, in the sense that condition (10) amounts to requiring that the left hand side of (14) is smaller than some constant. There is however one difference between the quantities involved in these conditions: the term $N(d^*, L + \tau)$ of (10) is replaced by $N(d^*, \gamma_L)$ in condition (14). A natural question arises: how close $\gamma_L$ is to $L$? To give a qualitative answer to this question, we plotted in Figure 3 the curve of the mapping $L \mapsto \gamma_L$ along with the bisectrice $L \mapsto L$. We observe that the difference between two curves is small compared to $L$. As we discuss it later, this property shows that the constants—involving in the necessary condition and in the sufficient condition for consistent estimation of $J$—are very close, especially for large values of $L$.

![Graph showing the comparison between $L \mapsto \gamma_L$ and the bissectrice $L \mapsto L$.](image.png)

**Fig 3.** The curve of the function $L \mapsto \gamma_L$ (blue) and the bissectrice (red).

6. **Nonparametric regression with random design.** So far, we have analyzed the situation in which noisy observations of the regression function $f(\cdot)$ are available at all points $x \in [0, 1]^d$. Let us turn now to the more realistic model of nonparametric regression, corresponding to the case where the observed noisy values of $f$ are sampled at random in the unit hypercube $[0, 1]^d$. More precisely,
we assume that \( n \) independent and identically distributed pairs of input-output variables \((X_i, Y_i), i = 1, \ldots, n\) are observed that obey the regression model

\[
Y_i = f(X_i) + \sigma \varepsilon_i, \quad i = 1, \ldots, n.
\]

The input variables \( X_1, \ldots, X_n \) are assumed to take values in \( \mathbb{R}^d \) while the output variables \( Y_1, \ldots, Y_n \) are scalar. As usual, the noise \( \varepsilon_1, \ldots, \varepsilon_n \) is such that \( E[\varepsilon_i | X_i] = 0, i = 1, \ldots, n; \) some additional conditions will be imposed later. Without requiring from \( f \) to be of a special parametric form, we aim at recovering the set \( J \subset \{1, \ldots, d\} \) of its relevant variables. The noise magnitude \( \sigma \) is assumed to be known.

It is clear that the estimation of \( J \) cannot be accomplished without imposing some further assumptions on \( f \) and the distribution \( P_X \) of the input variables. Roughly speaking, we will assume that \( f \) is differentiable with a squared integrable gradient and that \( P_X \) admits a density which is bounded from below. More precisely, let \( g \) denote the density of \( P_X \) w.r.t. the Lebesgue measure.

[C2] We assume that \( g(x) = 0 \) for any \( x \not\in [0, 1]^d \) and that \( g(x) \geq g_{\min} \) for any \( x \in [0, 1]^d \).

The next assumptions imposed to the regression function and to the noise require their boundedness in an appropriate sense. These assumptions are needed in order to prove, by means of a concentration inequality, the closeness of the empirical coefficients to the true ones.

[C3] The \( L^\infty([0, 1]^d, \mathbb{R}, P_X) \) and \( L^2([0, 1]^d, \mathbb{R}, P_X) \) norms of the function \( f \) are bounded from above respectively by \( L\infty > 0 \) and \( L^2 \), i.e.,

\[
P_X(x \in [0, 1]^d : |f(x)| \leq L\infty) = 1 \quad \text{and} \quad \int_{[0,1]^d} f(x)^2 g(x) \, dx \leq L^2 \, .
\]

[C4] The noise variables satisfy a.e. \( E[e^{t\varepsilon_i} | X_i] \leq e^{t^2/2} \) for all \( t > 0 \).

We stress once again that the primary aim of this work is merely to understand when it is possible to consistently estimate the sparsity pattern. The estimator that we will define is intended to show the possibility of consistent estimation, rather than being a practical procedure for recovering the sparsity pattern. Therefore, the estimator will be allowed to depend on the parameters \( g_{\min}, L, \kappa \) and \( M \) appearing in conditions [C1-C3].

6.1. An estimator of \( J \) and its consistency. The estimator of the sparsity pattern \( J \) that we are going to introduce now is the analogue of \( \hat{J}_{1,n} \) studied in Section 3. Recall that it is based on the following simple observation: if \( j \not\in J \) then \( \hat{\theta}_k[f] = 0 \) for every \( k \) such that \( k_j \neq 0 \). In contrast, if \( j \in J \) then there exists \( k \in \mathbb{Z}^d \) with \( k_j \neq 0 \) such that \( |\theta_k[f]| > 0 \). To turn this observation into an estimator of \( J \), we start by estimating the Fourier coefficients \( \theta_k[f] \) by their empirical counterparts:

\[
\hat{\theta}_k = \frac{1}{n} \sum_{i=1}^n \frac{\varphi_k(X_i)}{g(X_i)} Y_i, \quad k \in \mathbb{Z}^d.
\]

Then, for every \( \ell \in \mathbb{N} \) and for any \( \gamma > 0 \), we introduce the notation \( S_{m,\ell} = \{ k \in \mathbb{Z}^d : \|k\|_2 \leq m, \|k\|_0 \leq \ell \} \) and \( N(d^*, \gamma) = \text{Card}\{ k \in \mathbb{Z}^d : \|k\|_2^2 \leq \gamma d^* \& k_1 \neq 0 \} \). Finally our estimator is defined by

\[
\hat{J}_n(m, \lambda) = \left\{ j \in \{1, \ldots, d\} : \max_{k \in S_{m,\ell}} \hat{\theta}_k > \lambda \right\}, \quad (15)
\]

where \( m \) and \( \lambda \) are some parameters to be defined later. The notation \( a \wedge b \), for two real numbers \( a \) and \( b \), stands for \( \min(a, b) \).
**Theorem 4.** Let conditions [C1-C4] be fulfilled with some known constants $g_{\min}, L, \kappa$ and $L_2$. Assume furthermore that the design density $g$ and an upper estimate on the noise magnitude $\sigma$ are available. Set $m = (2Ld^*/\kappa)^{1/2}$ and $\lambda = 4(\sigma + L_2)(d^*\log(6d^*)/n g_{\min}^2)^{1/2}$. If

$$\frac{L_2^2 d^* \log(6m d)}{n} \leq L_2^2 \quad \text{and} \quad \frac{128(\sigma + L_2)^2 d^* N(d^*, 2L/\kappa) \log(6m d)}{n g_{\min}^2} \leq \kappa,$$

then the estimator $\hat{f}(m, \lambda)$ satisfies $P(\hat{f}(m, \lambda) \neq f) \leq 3(6m d)^{-d^*}$.

If we take a look at the conditions of Theorem 4 ensuring the consistency of the estimator $\hat{f}$, it becomes clear that the strongest requirement is the second inequality in (16). To some extent, this condition requires that $(d^* N(d^*, 2L/\kappa) \log d)/n$ is bounded from above by some constant. To further analyze the interplay between $d^*$, $d$ and $n$ implied by this condition, we need an equivalent to $N(d^*, 2L/\kappa)$ as the intrinsic dimension $d^*$ tends to infinity. As proved in the next section, $N(d^*, 2L/\kappa)$ diverges exponentially fast, making inequality (16) impossible for $d^*$ larger than $\log n$ up to a multiplicative constant.

It is also worth stressing that although we require the $P_X$-a.e. boundedness of $f$ by some constant $L_{\infty}$, this constant is not needed for computing the estimator proposed in Theorem 4. Only constants related to some quadratic functionals of the sequence of Fourier coefficients $\theta_k[f]$ are involved in the tuning parameters $m$ and $\lambda$. This point might be important for designing practical estimators of $f$, since the estimation of quadratic functionals is more realistic, see for instance (Lauder and Massart, 2000, Cai and Low, 2006), than the estimation of sup-norm.

The result stated above can be reformulated to provide also a level of relevance $\kappa$ for the variables of $X$ making their identification possible. In fact, an alternative way of stating Theorem 4 is the following: if conditions [C1-C4] and $L_2^2 d^* \log(6m d) \leq nL_2^2$ are fulfilled, then the estimator $\hat{f}(m, \lambda)—$ with arbitrary tuning parameters $m$ and $\lambda—$ satisfies $P(\hat{f}(m, \lambda) \neq f) \leq 3(6m d)^{-d^*}$ provided that the smallest level of relevance $\kappa$ for components $X_j$ of $X$ with $j \in J$ is not smaller than $8\lambda^2 N(d^*, m^2/d^*)$. This statement can be easily deduced from the proof presented in Appendix C.

6.2. **Tightness of the assumptions.** A natural question is now to check that the assumptions of Theorem 4 are tight in the asymptotic regimes of fixed sparsity and increasing ambient dimension, as well as increasing sparsity. In the present subsection, we will only establish an analogue of Proposition 4, which entails the tightness of assumptions in the case of fixed (or bounded) sparsity. An attempt to prove a result similar to Theorem 3 was done in (Comminges and Dalalyan, 2011, Theorem 2). However, the result of (Comminges and Dalalyan, 2011) involves a stringent assumption on the empirical Gram matrix (cf. condition (6)) and, unfortunately, we are unable to prove the existence of a sampling scheme for which this assumption is fulfilled.

We assume that the errors $\epsilon_i$ are i.i.d. Gaussian with zero mean and variance 1 and we focus our attention on the functional class $\Sigma_L$ of all functions satisfying assumption [C1(1, $L$)]. The goal is now to provide conditions under which the consistent estimation of the sparsity support is impossible, that is there exists a positive constant $c > 0$ and an integer $n_0 \in \mathbb{N}$ such that, if $n \geq n_0$,

$$\inf_{J} \sup_{f \in \Sigma_L} P_t(\hat{f} \neq f_t) \geq c,$$

where the inf is over all possible estimators of $f_t$.

The following simple result shows that the conditions of Theorem 4 are tight in the case of fixed intrinsic dimension.
Proposition 6. Let the design $X_1, \ldots, X_n \in [0, 1]^d$ be either deterministic or random. If for some positive $\alpha < (\log 3 - \log 2)/\log 3$, the inequality

$$\frac{d^*(\log d - \log d^*)}{n} \geq \alpha^{-1}$$

holds true, then there is a constant $c > 0$ such that $\inf_{J_n} \sup_{\Sigma_n} \mathbb{P}(\tilde{J}_n \neq J) \geq c$.

7. Concluding remarks. The results proved in previous sections almost exhaustively answer the questions on the existence of consistent estimators of the sparsity pattern in the model of Gaussian white noise and, to a smaller extent, in nonparametric regression. In fact as far as only rates of convergence are of interest, the result obtained in Theorem 2 is shown in Section 5 to be unimprovable. Thus only the problem of finding sharp constants remains open. To make these statements more precise, let us consider the simplified set-up $\sigma = \kappa = 1$ and define the following two regimes:

- The regime of fixed sparsity, i.e., when the sample size $n$ and the ambient dimension $d$ tend to infinity but the intrinsic dimension $d^*$ remains constant or bounded.
- The regime of increasing sparsity, i.e., when the intrinsic dimension $d^*$ tends to infinity along with the sample size $n$ and the ambient dimension $d$. For simplicity, we will assume that $d^* = O(d^{1-\epsilon})$ for some $\epsilon > 0$.

In the fixed sparsity regime, in view of Theorems 1 and 4, consistent estimation of the sparsity pattern can be achieved both in Gaussian white noise model and nonparametric regression as soon as $(\log d)/n \leq c_1$, where $c_1$ is the constant defined by $c_1 = (2^{5} d^* N(d^*, 2L))^{-1}$ for the Gaussian white noise model (we choose $A = 2$) and

$$c_* = \min \left( \frac{L_2^2}{d^* L^2_\infty}, \frac{2L^2_{\min} N(d^*, 2L)}{2(1 + L_2)^2 d^* N(d^*, 2L)} \right)$$

for the model of nonparametric regression. This follows from the fact that the tuning parameter $m$ is fixed and that the probability of the error, bounded by $3(6md)^{d^*}$ tends to zero as $d \to \infty$. On the other hand, by virtue of Propositions 4 and 6, consistent estimation of the sparsity pattern is impossible if $(\log d)/n > d^*$, where $d^* = 2\log 3/(d^* \log(3/2))$. Thus, up to multiplicative constants $c_1$ and $c^*$ (which are clearly not sharp), the results of Theorems 1 and 4 cannot be improved in the regime of fixed sparsity.

In the regime of increasing sparsity, the results we get in the model of Gaussian white noise are much stronger than those for nonparametric regression. In the former model, taking the logarithm of both sides of inequality (10) and using formula (11) for $N(d^*, L + \tau) = N_1(d^*, L + \tau) - N_2(d^*, L + \tau)$, we see that consistent estimation of $J$ is possible when, for some $\tau > 0$ and for all $n$, the following two conditions are fulfilled:

$$\begin{align*}
&\left\{ l_{L, \tau}(z_{L, \tau}) d^* + \frac{1}{2} \log d^* + \log \log d - 2 \log n < c_2, \\
&\log d^* + \log \log d - \log n \leq c^*_1 \right. \\
\end{align*}$$

with $c_2 = \log \tau - \log(2^{\log(2(L + \tau)) - c_2})$ and $c^*_1 = \log \tau - \log(40(L + \tau))$. On the other hand, Proposition 4 and Theorem 3 yield that there are some constants $\tilde{c}_1$ and $\tilde{c}_1$ such that it is impossible to consistently estimate $J$ if either

$$\begin{align*}
&l_{L, \tau}(z_{L, \tau}) d^* + \frac{1}{2} \log d^* + \log \log d - 2 \log n \geq \tilde{c}_1, \\
\end{align*}$$

(17)
or

$$\log d^* + \log \log d - \log n \geq \bar{c}'_1. \quad (19)$$

First note that the left hand side of the second condition in (17) is exactly the same as the left hand side of (19). If we compare now the left hand side of the first condition in (17) with the left hand side of (18), we see that only the coefficients of $d^*$ differ. To measure the degree of difference of these two coefficients we draw in Figure 4 the plots of the functions $L \mapsto l_L(z_L)$ and $L \mapsto l_{\gamma_L}(z_{\gamma_L})$, with $\gamma_L$ being defined as is Theorem 3. One can observe that the two curves are very close especially for relatively large values of $L$. This implies that the conditions (17) are tight. A very simple consequence of inequalities (17) and (18) is that the consistent recovery of the sparsity pattern is possible under the condition $d^*/\log n \to 0$ and impossible for $d^*/\log n \to \infty$ as $n \to \infty$, provided that $\log \log d = o(\log n)$.

Still in the regime of increasing sparsity, but for the model of nonparametric regression, we have proved that consistent estimation of the sparsity pattern is possible whenever

$$\begin{cases} l_{L+\tau}(z_{L+\tau}) d^* + \frac{1}{2} \log d^* + \log \log d - \log n < C_2, \\ \log d^* + \log \log d - \log n < C'_2 \end{cases} \quad (20)$$

with $C_2 = 2 \left( \log(g_{\text{min}}) - \log(12(\sigma + L_2)) \right) - c_{2L}$ and $C'_2 = 2 \log(L_2/L_\infty)$, where $c_{2L}$ is the constant $c_\gamma$ of (11) evaluated at $\gamma = 2L$. As we have already mentioned, the second condition in (20) is tight, up to the choice of $C'_2$, in view of Proposition 6. It is natural to expect that the first condition is tight as well, since it is in the model of Gaussian white noise, which has the reputation of being simpler than the model of nonparametric regression. However, we do not have a mathematical proof of this statement.

Let us stress now that, all over this work, we have deliberately avoided any discussion on the computational aspects of the variable selection in nonparametric regression. The goal in this paper was to investigate the possibility of consistent recovery without paying attention to the complexity of the selection procedure. This lead to some conditions that could be considered a benchmark for assessing the properties of sparsity pattern estimators. As for the estimators proposed in Section 3, it is worth noting that their computational complexity is not always prohibitively large.
A recommended strategy is to compute the coefficients $\hat{\theta}_k$ in a stepwise manner; at each step $K = 1, 2, \ldots, d^*$ only the coefficients $\hat{\theta}_k$ with $|k|_0 = K$ need to be computed and compared with the threshold. If some $\hat{\theta}_k$ exceeds the threshold, then all the variables $X^j$ corresponding to nonzero coordinates of $k$ are considered as relevant. We can stop this computation as soon as the number of variables classified as relevant attains $d^*$. While the worst-case complexity of this procedure is exponential, there are many functions $f$ for which the complexity of the procedure will be polynomial in $d$. For example, this is the case for additive models in which $f(x) = f_1(x_{i_1}) + \ldots + f_{d^*}(x_{i_{d^*}})$ for some univariate functions $f_1, \ldots, f_{d^*}$.

Note also that in the present study we focused exclusively on the consistency of variable selection without paying any attention to the consistency of regression function estimation. A thorough analysis of the latter problem being left to a future work, let us simply remark that in the case of fixed $d^*$, under the conditions of Theorem 4, it is straightforward to construct a consistent estimator of the regression function. In fact, it suffices to use a projection estimator with a properly chosen truncation parameter on the set of relevant variables. The situation is much more delicate in the case when the sparsity $d^*$ grows to infinity along with the sample size $n$. Presumably, condition (17) is no longer sufficient for consistently estimating the regression function. The rationale behind this conjecture is that the minimax rate of convergence for estimating $f$ in our context, if we assume in addition that the set of relevant variables is known, is equal $n^{-2/(2+d^*)} = \exp(-2\log n/(2 + d^*))$. If the left hand side of (17) is equal to a constant and $\log \log d = o(\log n)$, then the aforementioned minimax rate does not tend to zero, making thus the estimator inconsistent. This heuristic argument shows that there is still some work to do for getting tight conditions ensuring the consistent estimation of the regression function in the high dimensional set-up.

Finally, we would like to mention that the selection of relevant variables is a challenging statistical task, which is useful to perform independently of the task of regression function estimation. Indeed, in we succeed in identifying relevant variables on a data-set having a small sample size, we can continue the data collection process more efficiently by recording only the values of relevant variables. This may considerably reduce the memory costs related to data storage and financial costs necessary for collecting new data. Then, the regression function may be estimated in a more accurate fashion on the base of this new (larger) data-set.

**APPENDIX A: PROOF OF THEOREM 1**

To ease notation, we write $\hat{f}_1$ instead of $\hat{f}_{1,n}(m, \lambda)$. On the one hand, if the event

$$\mathcal{A}_\lambda = \left\{ \max_{j, k \in S_{m, d}^j} |\xi_k| \leq n^{1/2}\lambda \right\}$$

is realized, then $f^c \subset \hat{f}_1^c$ (or, equivalently, $\hat{f}_1 \subset f$). Thus, the probability of $\hat{f}_1 \subset f$ is at least as large as $\mathbb{P}(\mathcal{A}_\lambda)$. On the other hand, we show below that under condition (8) the event $f \subset \hat{f}_1$ is at least as $\mathcal{A}_\lambda$ or, equivalently, that the event $f \not\subset \hat{f}_1$ is at most as large as $\mathcal{A}_\lambda^c$. It is clear that

$$\{ f \not\subset \hat{f}_1 \} = \{ \exists j \in f \text{ s.t. } \max_{k \in S_{m, d}^j} |\theta_k| \leq \lambda \}$$

$$\subset \{ \exists j \in f \text{ s.t. } |\theta_k[f]| \leq \lambda + n^{-1/2}|\xi_k|, \forall k \in S_{m, d}^j \}$$

$$\subset \left\{ \exists j \in f \text{ s.t. } |\theta_k[f]| \leq \lambda + n^{-1/2}|\xi_k|, \forall k \in S_{m, d}^j \right\} \cap \mathcal{A}_\lambda \cup \mathcal{A}_\lambda^c$$

$$\subset \{ \exists j \in f \text{ s.t. } \max_{k \in S_{m, d}^j} |\theta_k[f]| \leq 2\lambda \} \cup \mathcal{A}_\lambda^c.$$
We show now that the first set in the last line is empty. If this was not the case, then for some value \(j_0\) we would have \(Q_{j_0} \geq \kappa\) and \(|\theta_k[f]| \leq 2\lambda\), for all \(k \in S_{m,d^*}^{j_0}\). This would imply that

\[
Q_{j_0,m,d^*} = \sum_{k \in S_{m,d^*}^{j_0}} \theta_k[f]^2 \leq 4\lambda^2 N(d^*, m^2/d^*).
\]

On the other hand,

\[
Q_{j_0} - Q_{j_0,m,d^*} = \sum_{\|k\| \geq m} \theta_k[f]^2 \leq m^{-2} \sum_{\|k\| \geq m} \sum_{j \in J} k_j^2 \theta_k[f]^2 \leq m^{-2} L d^*.
\]

Remark now that the choice of the truncation parameter \(m\) proposed in the statement of the theorem implies that \(Q_{j_0} - Q_{j_0,m,d^*} \leq \kappa/2\). Combining these estimates, we get

\[
Q_{j_0} \leq 0.5\kappa + 4\lambda^2 N(d^*, m^2/d^*),
\]

which is impossible since \(Q_{j_0} \geq \kappa\). Thus, we proved that \(\{J \not\subset \hat{J}_1\} \subset \mathcal{L}_\lambda^C\), which implies that \(\mathcal{I}_\lambda \subset \{J \subset \hat{J}_1\}\). Therefore,

\[
\mathcal{I}_\lambda \subset \{J \subset \hat{J}_1\} \cap \{\hat{J}_1 \subset J\} = \{\hat{J}_1 = J\}.
\]

The cardinality of this set \(S_{m,d^*} = \cup_j S_{m,d^*}^j\) admits the simple upper bound:

\[
\text{Card}(S_{m,d^*}) = \sum_{s=0}^{d^*} \binom{d^*}{s} (2m)^s \leq (2m)^{d^*} \sum_{s=0}^{d^*} \frac{(d^*)^s}{s!} \leq 3(2m d)^{d^*}.
\]

This bound is very rough but it will be sufficient for the purposes of the present work. Using the Bonferroni inequality and the well-known inequalities for the tails of standard Gaussian distribution, we get

\[
P(\hat{J}_1 \neq J) \leq P(\mathcal{I}_\lambda^C) \leq \sum_{k \in S_{m,d^*}} P(\|\xi_k\| > n^{1/2} \lambda) \leq 6(2m d)^{d^*} e^{-n\lambda^2/2} \leq 6d^{-d^*(A-1)}
\]

and the theorem follows.

**APPENDIX B: PROOF OF THEOREM 2**

Let us recall that for every \(j \in \{1, \ldots, d\}\), we use the notation

\[
Q_{m,l}^j = \sum_{k \in S_{m,l}^j} \theta_k^2, \quad \hat{Q}_{m,l}^j = \sum_{k \in S_{m,l}^j} \left(\frac{y_k^2}{n} - \frac{1}{n}\right).
\]

We will also need the notation

\[
R_{m,l}^j = \sum_{k \in S_{m,l}^j} (\xi_k^2 - 1), \quad N_{m,l}^j = \sum_{k \in S_{m,l}^j} \theta_k \xi_k.
\]

It is clear that \(N_{m,l}^j\) is drawn from the centered Gaussian distribution with variance \(Q_{m,l}^j\). Furthermore, we have

\[
\hat{Q}_{m,l}^j = Q_{m,l}^j + \frac{2}{\sqrt{n}} N_{m,l}^j + \frac{1}{n} R_{m,l}^j.
\]
This implies, in particular, that for every \( j \not\in I \), \( \hat{Q}_j^{lm} = n^{-1} R_{m,l}^j \) for every \( I \). Therefore, on the event \( \mathcal{A} = \bigcap_{\ell=1}^{d^*} \left\{ \max_{t \in \mathbb{R}^d} \max_{i \in \{1, \ldots, d\}} |R_{m,l}^i| \leq n \lambda_\ell \right\} \),

\[
\mathcal{A} = \bigcap_{\ell=1}^{d^*} \left\{ \max_{t \in \mathbb{R}^d} \max_{i \in \{1, \ldots, d\}} |R_{m,l}^i| \leq n \lambda_\ell \right\}
\]

the inclusion \( J^c \subset \hat{J}^c_2 \) is necessarily true (we use the convention \( 0/0 = 0 \)). This entails that \( \mathcal{A} \cap \{ J^c \not\subset \hat{J}^c_2 \} = \emptyset \) and hence

\[
P(\hat{J}_2 \neq J) = P(\{ J^c \not\subset \hat{J}^c_2 \} \cup \{ J \not\subset \hat{J}_2 \}) \leq P(\mathcal{A}^c) + P(\mathcal{A} \cap \{ J \not\subset \hat{J}_2 \}).
\]

The term \( P(\mathcal{A}^c) \) is bounded using standard concentration inequalities for Gaussian and chi-square random variables. In particular, we will use the following result.

**Lemma 7** (cf. Laurent and Massart (2000)). Let \( (\xi_1, \ldots, \xi_D) \) be independent Gaussian random variables with mean zero and variance 1. For every vector \( a = (a_1, \ldots, a_D) \in \mathbb{R}^D_+ \) and for every \( x \geq 0 \), the following inequality holds true:

\[
P\left( \left| \sum_{i=1}^n a_i \xi_i \right| - 1 \right) \geq 2 \|a\|_{\ell_2} \sqrt{x} + 2 \|a\|_{\ell_{\infty}} x \right) \leq 2 \exp(-x).
\]

We apply this lemma to \( R_{m,l}^i \), for which we have \( \|a\|_{\ell_\infty} = 1 \) and \( \|a\|_{\ell_2} = \sqrt{N(\ell, m^2_{\ell}/\ell)} \). Setting \( n \lambda_\ell = 2 \sqrt{N(\ell, m^2_{\ell}/\ell)} x + 2x \) and using the union bound, we get

\[
P\left( \bigcup_{\ell=1}^{d^*} \left\{ \max_{t \in \mathbb{R}^d} \max_{i \in \{1, \ldots, d\}} |R_{m,l}^i| > n \lambda_\ell \right\} \right) \leq \sum_{\ell=1}^{d^*} \left( \max_{t \in \mathbb{R}^d} \max_{i \in \{1, \ldots, d\}} |R_{m,l}^i| > n \lambda_\ell \right) \]

\[
\leq \sum_{\ell=1}^{d^*} \ell \text{ Card}(P_{t, l}) \max_{t \in \mathbb{R}^d} \max_{i \in \{1, \ldots, d\}} |R_{m,l}^i| > n \lambda_\ell \]

\[
\leq 2 e^{-x} \sum_{\ell=1}^{d^*} \frac{d \cdot (d-1) \cdots (d-\ell+1)}{(\ell-1)!} \leq 3 e^{-x} d^{d^*}.
\]

For \( x = A d^* \log d \), we get

\[
P\left( \bigcup_{\ell=1}^{d^*} \left\{ \max_{t \in \mathbb{R}^d} \max_{i \in \{1, \ldots, d\}} |R_{m,l}^i| > n \lambda_\ell \right\} \right) \leq 3 d^{-(A-1) d^*}.
\]

Consider now the noise terms \( N_{m,l}^i \). Using the classical bounds on the tails of standard Gaussian random variables, for any \( x > 0 \), we get

\[
P\left( \bigcup_{\ell=1}^{d^*} \left\{ \max_{t \in \mathbb{R}^d} \max_{i \in \{1, \ldots, d\}} \left( \frac{N_{m,l}^i}{Q_{m,l}^i} \right)^2 > x \right\} \right) \leq \sum_{\ell=1}^{d^*} \sum_{t \in \mathbb{R}^d} \sum_{i \in \{1, \ldots, d\}} P\left( \left( \frac{N_{m,l}^i}{Q_{m,l}^i} \right)^2 > x \right) \]

\[
\leq 2 e^{-x/2} \sum_{\ell=1}^{d^*} \ell \left( \frac{d}{\ell} \right) \leq 3 e^{-x/2} d^{d^*}.
\]
Setting $x = 2Ad^* \log d$, we bound the last probability by $3d^{-(A-1)d^*}$ and, therefore,

$$P(\mathcal{A}^c) \leq 6d^{-(A-1)d^*}. \quad (22)$$

Let us show now that under the conditions of the theorem, $\mathcal{A} \cap \{ J \not\subset \mathcal{F}_2 \} = \emptyset$. We start by rewriting the event

$$\{ J \not\subset \mathcal{F}_2 \} = \bigcup_{j_0 \in J} \left\{ \max_{t \in \mathcal{F}_t} \hat{Q}^{j_0}_{m_t, j} < \lambda_t \right\} \subset \bigcup_{j_0 \in J} \left\{ \hat{Q}^{j_0}_{m_t, j} < \lambda_d d^* \right\}.$$ 

This implies that

$$\mathcal{A} \cap \{ J \not\subset \mathcal{F}_2 \} \subset \bigcup_{j_0 \in J} \left( \mathcal{A} \cap \left\{ \hat{Q}^{j_0}_{m_t, j} < \lambda_d d^* \right\} \right)$$

In the rest of the proof, $m$ and $\lambda$ will stand for $m_d^*$ and $\lambda_d$. Following the lines of proof\(^1\) of Theorem 1, one easily checks that

$$Q^{j_0}_{m, j} \geq \kappa \tau / (L + \tau) \quad (23)$$

for every $j_0 \in J$. Recall also that

$$\hat{Q}^{j_0}_{m, j} = Q^{j_0}_{m, j} + \frac{1}{n} R^{j_0}_{m, j} + \frac{2}{\sqrt{n}} N^{j_0}_{m, j}.$$ 

Thus, on the event $\mathcal{A}$, we have

$$\hat{Q}^{j_0}_{m, j} - \lambda \geq Q^{j_0}_{m, j} - 2 \left( Q^{j_0}_{m, j} \right)^{1/2} \left( 2Ad^* \log d \right)^{1/2} - 2\lambda.$$ \quad (24)

Elementary computations show that the function $x \mapsto x^2 - 2ax - b$ is positive when $x \geq 4a^2 + 2b$. Applying this property to the right hand side of (24), we get that

$$\hat{Q}^{j_0}_{m, j} - \lambda \geq 0 \quad (25)$$

provided that

$$Q^{j_0}_{m, j} \geq 4\lambda + \frac{8Ad^* \log d}{n} = \frac{8 \sqrt{AN(d^*, m^*_d, \lambda_d^*)d^* \log d + 10Ad^* \log d}}{n},$$

which is satisfied by virtue of (23) and (10). This implies that under the conditions of the theorem, on the event $\mathcal{A}$, we have $\hat{Q}^{j_0}_{m, j} \geq \lambda$, $\forall j_0 \in J$. Consequently, the event $\mathcal{A} \cap \{ J \not\subset \mathcal{F}_2 \}$ is impossible. This completes the proof of the theorem.

**APPENDIX C: PROOF OF THEOREM 4**

The empirical Fourier coefficients can be decomposed as follows:

$$\hat{\theta}_k = \hat{\theta}_k + z_k, \quad \text{where} \quad \hat{\theta}_k = \frac{1}{n} \sum_{i=1}^{n} \frac{\varphi_k(X_i)}{g(X_i)} f(X_i) \quad \text{and} \quad z_k = \frac{\sigma}{n} \sum_{i=1}^{n} \frac{\varphi_k(X_i)}{g(X_i)} \epsilon_i. \quad (26)$$

If, for a multi index $k$, $\theta_k = 0$, then the corresponding empirical Fourier coefficient will be close to zero with high probability. To show this, let us first look at what happens with $z_k$'s. We have, for every real number $x$,

$$P(|z_k| > x | X_1, \ldots, X_n) \leq \exp \left( -\frac{x^2}{2\sigma_k^2} \right) \quad \forall k \in S_{m, d^*}.$$ 

\(^1\)In Appendix A, this property is established for $\tau = L$. 
with
\[ \sigma^2_k = \frac{\sigma^2}{n^2} \sum_{i=1}^{n} \frac{\varphi_k(X_i)}{g(X_i)^2} \leq \frac{2\sigma^2}{g_{\min}^2 n}. \]

Therefore, for every \( k \in S_{m,d^*} \), it holds that \( P(|z_k| > x|X_1,\ldots,X_n|) \leq \exp(-n g_{\min}^2 x^2/4\sigma^2) \). This entails that by setting \( \lambda_1 = (8\sigma^2 d^* \log(6md)/n g_{\min}^2)^{1/2} \) and by using the inequalities
\[ \text{Card}(S_{m,d^*}) = \sum_{i=0}^{d^*} \binom{d^*}{i}(2m)^i \leq (2m)^{d^*} \sum_{i=0}^{d^*} \frac{d^i}{i!}, \]
we get
\[ P\left( \max_{k \in S_{m,d^*}} |z_k| > \lambda_1 |X_1,\ldots,X_n| \right) \leq \sum_{k \in S_{m,d^*}} P\left( |z_k| > \lambda_1 |X_1,\ldots,X_n| \right) \leq \text{Card}(S_{m,d^*}) e^{-n g_{\min}^2 \lambda_1^2/4\sigma^2} \leq (6md)^{-d^*}. \]

Next, we use a concentration inequality for controlling large deviations of \( \hat{\theta}_k \)'s from \( \theta_k \)'s. Recall that in view of the definition \( \hat{\theta}_k = \frac{1}{n} \sum_{i=1}^{n} \frac{\varphi_k(X_i)}{g(X_i)} f(X_i) \), we have \( E(\hat{\theta}_k) = \theta_k \). By virtue of the boundedness of \( f \), it holds that \( |\frac{\varphi_k(X_i)}{g(X_i)} f(X_i)| \leq 2L_{\infty}/g_{\min} \). Furthermore, the bound \( V = \text{Var}\left( \frac{\varphi_k(X_i)}{g(X_i)} f(X_i) \right) \leq \int f^2(x) \frac{\varphi_k^2(x)}{g(x)} dx \leq 2L_2^2/g_{\min}^2 \) combined with Bernstein’s inequality yields
\[ P\left( |\hat{\theta}_k - \theta_k| > t \right) \leq \exp\left( -\frac{nt^2}{2(V + t \sqrt{2L_{\infty}/g_{\min}})} \right) \leq \exp\left( -\frac{nt^2}{4L_{\min}^2 + t L_{\infty} g_{\min}} \right), \quad \forall t > 0. \]

Let us define \( \lambda_2 = 4L_2 \left( \frac{d^* \log(6md)}{n g_{\min}} \right) \). Then,
\[ P\left( |\hat{\theta}_k - \theta_k| > \lambda_2 \right) \leq \exp\left( -\frac{4L_2^2 d^* \log(6md)}{L_2^2 + L_{\infty} L_2 \left( \frac{d^* \log(6md)}{n} \right)^{1/2}} \right). \]

The first inequality in condition (16) implies that the denominator in the exponential is not larger than \( 2L_2^2 \). Hence,
\[ P\left( \max_{k \in S_{m,d^*}} |\hat{\theta}_k - \theta_k| > \lambda_2 \right) \leq \exp\left( -\frac{4L_2^2 d^* \log(6md)}{L_2^2 + L_{\infty} L_2 \left( \frac{d^* \log(6md)}{n} \right)^{1/2}} \right). \]

The first inequality in condition (16) implies that the denominator in the exponential is not larger than \( 2L_2^2 \). Hence,
\[ P\left( \max_{k \in S_{m,d^*}} |\hat{\theta}_k - \theta_k| > \lambda_2 \right) \leq \exp\left( -\frac{4L_2^2 d^* \log(6md)}{L_2^2 + L_{\infty} L_2 \left( \frac{d^* \log(6md)}{n} \right)^{1/2}} \right). \]

Let \( \mathcal{A}_1 = \{ k \in S_{m,d} | z_k | \leq \lambda_1 \} \) and \( \mathcal{A}_2 = \{ k \in S_{m,d} | |\hat{\theta}_k| \leq \lambda_2 \} \). One easily checks that
\[ P\left( J^c \not\subseteq \hat{J}^c \right) \leq P\left( \mathcal{A}_1^c \right) + P\left( \mathcal{A}_2^c \right) \leq \exp\left( -\frac{4L_2^2 d^* \log(6md)}{L_2^2 + L_{\infty} L_2 \left( \frac{d^* \log(6md)}{n} \right)^{1/2}} \right). \]

As for the converse inclusion, we have
\[ P(J \not\subseteq \hat{J}) \leq P\left( \exists j \in J \text{ s.t. } \max_{k \in S_{m,d} : k \neq j} |\hat{\theta}_k| \leq \lambda \right) \leq 1 \left\{ \exists j \in J \text{ s.t. } \max_{k \in S_{m,d} : k \neq j} |\theta_k| \leq 2\lambda \right\} + P\left( \mathcal{A}_1^c \right) + P\left( \mathcal{A}_2^c \right). \]
We show now that the first term in the last line is equal to zero. If this was not the case, then for some value $j_0$ we would have $Q_{j_0} \geq \kappa$ and $|\theta_k| \leq 2\lambda$, for all $k \in S_{m,d^*}$ such that $k_{j_0} \neq 0$. This would imply that

$$Q_{j_0,m,d^*} \leq \sum_{k \in S_{m,d^*} : k_{j_0} \neq 0} \theta_k^2 \leq 4\lambda^2 N(d^*, m^2 / d^*).$$

On the other hand,

$$Q_{j_0} - Q_{j_0,m,d^*} \leq \sum_{\|k\| \geq m} \theta_k^2 \leq m^{-2} \sum_{\|k\| \geq m} \sum_{j \in J} k_j^2 \theta_k^2 \leq \frac{Ld^*}{m^2}.$$

Remark now that the choice of the truncation parameter $m$ proposed in the statement of the proposition implies that $Q_{j_0} - Q_{j_0,m,d^*} \leq \kappa / 2$. Combining these estimates, we get

$$Q_{j_0} \leq \frac{\kappa}{2} + 4\lambda^2 N(d^*, m^2 / d^*),$$

which is impossible since $Q_{j_0} \geq \kappa$.

**APPENDIX D: PROOF OF PROPOSITION 1**

*Proof of the first assertion.* This proof can be found in Mazo and Odlyzko (1990), we repeat here the arguments therein for the sake of keeping the paper self-contained. Recall that $N_1(d^*, \gamma)$ admits an integral representation with the integrand:

$$\frac{h(z)d^*}{z^\gamma d^*} = \frac{1}{z(1-z)} \exp \left[ d^* \log \left( \frac{h(z)}{z^\gamma} \right) \right].$$

For any real number $y > 0$, we define $\phi(y) = e^{-y} h(e^{-y}) / h(e^{-y}) = \sum_{k=-\infty}^{+\infty} e^{-yk^2} / \sum_{k=-\infty}^{+\infty} e^{-yk^2}$ in such a way that

$$\phi(y) = \gamma \iff \frac{h(e^{-y})}{h(e^{-\gamma})} = \frac{\gamma}{e^{-\gamma}} \iff \phi'(e^{-\gamma}) = 0.$$  

By virtue of the Cauchy-Schwarz inequality, it holds that

$$\sum k^4 e^{-yk^2} \sum e^{-yk^2} > \left( \sum k^2 e^{-yk^2} \right)^2, \quad \forall y \in (0, \infty),$$

implying that $\phi'(y) < 0$ for all $y \in (0, \infty)$, i.e., $\phi$ is strictly decreasing. Furthermore, $\phi$ is obviously continuous with $\lim_{y \to 0} \phi(y) = +\infty$ and $\lim_{y \to -\infty} \phi(y) = 0$. These properties imply the existence and the uniqueness of $y_\gamma \in (0, \infty)$ such that $\phi(y_\gamma) = \gamma$. Furthermore, as the inverse of a decreasing function, the function $\gamma \mapsto y_\gamma$ is decreasing as well. We set $z_\gamma = e^{-\gamma}$ so that $\gamma \mapsto z_\gamma$ is increasing.

We also have

$$\phi'(z_\gamma) = \frac{h' h - (h')^2}{h^2} (z_\gamma) + \frac{\gamma}{z_\gamma^2} = z_\gamma^{-2} \left\{ \frac{\sum k^4 - k^2 z_\gamma^2}{\sum k z_\gamma^2} + \gamma \right\}$$

$= z_\gamma^{-2} \left\{ -\phi'(y_\gamma) - \phi(y_\gamma) + \gamma \right\} = -z_\gamma^{-2} \phi'(y_\gamma) > 0.$
Proof of the second assertion. We apply the saddle-point method to the integral representing \( N_1 \) see, e.g., Chapter IX in (Dieudonné, 1968). It holds that

\[
N_1(d^*, \gamma) = \frac{1}{2\pi i} \oint_{|z| = z_{\gamma}} h(z)^{d^*} \frac{dz}{z^{\gamma} z(1 - z)} = \frac{1}{2\pi i} \oint_{|z| = z_{\gamma}} \{z(1 - z)\}^{-1} e^{d^* \alpha(z)} dz.
\]

The first assertion of the proposition provided us with a real number \( z_\gamma \) such that \( \gamma'(z_\gamma) = 0 \) and \( \gamma''(z_\gamma) > 0 \). The tangent to the steepest descent curve at \( z_\gamma \) is vertical. The path we choose for integration is the circle with center 0 and radius \( z_\gamma \). As this circle and the steepest descent curve have the same tangent at \( z_\gamma \), applying formula (1.8.1) of Dieudonné (1968) (with \( a = 0 \) since \( \gamma''(z_\gamma) \) is real and positive), we get that

\[
\frac{1}{2\pi i} \oint_{|z| = z_{\gamma}} \{z(1 - z)\}^{-1} e^{d^* \alpha(z)} dz = \frac{2\pi}{d\gamma''(z_\gamma)} e^{\gamma''(z_\gamma)} \{z(1 - z)\}^{-1} e^{d^* \alpha(z_\gamma)} (1 + o(1)),
\]

when \( d^* \to \infty \), as soon as the condition\(^2\) \( \Re \{\gamma(z) - \gamma(z_\gamma)\} \leq -\mu \) is satisfied for some \( \mu > 0 \) and for any \( z \) belonging to the circle \( |z| = |z_\gamma| \) and lying not too close to \( z_\gamma \). To check that this is indeed the case, we remark that \( \Re \{\gamma(z)\} = \log \left| \frac{h(z)}{z^\gamma} \right| \). Hence, if \( z = z_\gamma e^{i\omega} \) with \( \omega \in [\omega_0, 2\pi - \omega_0] \) for some \( \omega_0 \in ]0, \pi[ \), then

\[
\left| \frac{h(z)}{z^\gamma} \right| = \left| \frac{1 + 2z + 2\sum_{k=1}^{\infty} z^k}{z_\gamma^\gamma} \right|
\leq \frac{|1 + z| + z_\gamma + 2\sum_{k=1}^{\infty} z^k}{z_\gamma^\gamma}
\leq \frac{|1 + e^{i\omega} z_\gamma| + z_\gamma + 2\sum_{k=1}^{\infty} z^k}{z_\gamma^\gamma}.
\]

Therefore \( \Re \{\gamma(z) - \gamma(z_\gamma)\} \leq -\mu \) with \( \mu = \log \left( \sum_{k=1}^{\infty} z_\gamma^k \right) > 0 \). This completes the proof for the term \( N_1(d^*, \gamma) \). The term \( N_2(d^*, \gamma) \) can be dealt in the same way.

APPENDIX E: PROOF OF PROPOSITION 4

Let \( M = \binom{d}{\ell}, f_0 \equiv 0 \) and let \( \{f_1, \ldots, f_M\} \) be a set included in \( \Sigma_L \). It is clear that

\[
\inf_{f_n} \sup_{f_n \notin e} \frac{P(f_n \neq f_n)}{P(f_n \neq f_n)} \geq \inf_{f_n \in \Sigma} \max_{f_n \in \{f_0, f_1, \ldots, f_M\}} P(f \neq f_n).
\]

Let \( I_1, \ldots, I_M \) be all the subsets of \( \{1, \ldots, d\} \) containing exactly \( d^* \) elements somehow enumerated. Let us define \( f_\ell \), for \( \ell \neq 0 \), by its Fourier coefficients \( \{\theta_\ell^k \in \mathbb{Z}^d \} \) as follows:

\[
\theta_\ell^k = \begin{cases} 1, & k = (k_1, \ldots, k_d) = (1_{e \in I_\ell}, \ldots, 1_{d \in I_\ell}), \\ 0, & \text{otherwise}. \end{cases}
\]

Obviously, all the functions \( f_\ell \) belong to \( \Sigma \) and, moreover, each \( f_\ell \) has \( I_\ell \) as sparsity pattern. In view of Lemma 3, if the condition

\[
\frac{1}{M} \sum_{\ell=1}^{M} \mathcal{X}(P_{f_\ell}, P_{f_\ell}) \leq \alpha \log M
\]

\(^2\Re u \) stands for the real part of the complex number \( u \).
is satisfied for some \( \alpha \in (0, 1) \), then the RHS of (28) can be lower bounded as follows:

\[
\inf \max_{f_t} P_t(\tilde{f} \neq J_t) \geq \frac{1}{2} - \alpha.
\]

One easily checks that our choice of \( f_t \) implies \( X(P_t, P_{\delta_t}) = n\|f_t - f_0\|_2^2 = n \). Therefore, if \( \alpha \log M = \alpha \log (\frac{d}{d^*}) \geq n \), the desired inequality is satisfied. To conclude it suffices to note that \( \log \left( \frac{d}{d^*} \right) \) is larger than or equal to \( d^* \log (d/d^*) = d^* \left( \log d - \log d^* \right) \).

**APPENDIX F: PROOF OF LEMMA 5**

Let us use boldface letters to denote the set of all Fourier coefficients: \( y = \{y_k : \|k\|_\infty \leq n\} \), \( \theta = \{\theta_k : \|k\|_\infty \leq n\} \) and \( \xi = \{\xi_k : \|k\|_\infty \leq n\} \). Let us denote by \( \mathcal{E} \) the set of all sequences \( \xi = \{\xi_k : \|k\|_\infty \leq n\} \) such that \( \xi_k \in \{\pm 1\} \). We use the notation \( |y| \triangleq \{|y_k| : \|k\|_\infty \leq n\} \) and \( \xi \cdot |y| \triangleq \{\xi_k \cdot y_k : \|k\|_\infty \leq n\} \). Let now \( \Pi \) be an arbitrary orthosymmetric probability measure on \( \Sigma \), i.e., a probability measure satisfying \( \Pi(A) = \Pi(\{\xi \cdot \theta : \theta \in A\}) \) for every measurable set \( A \) and every \( \xi \in \mathcal{E} \). Denoting by \( P(dy, df) = P_t(dy)\Pi(df) \) the joint probability distribution of \( (y, f) \), for every sparsity pattern estimator \( \tilde{J}_n \) we have:

\[
\sup_{f \in \Sigma} P_t(\tilde{J}_n \neq J_t) \geq \int_{\Sigma} P_t(\tilde{J}_n \neq J_t)\Pi(df) = P(\tilde{J}_n(y) \neq J_t)
\]

\[
= \frac{1}{2|\mathcal{E}|} \sum_{\xi \in \mathcal{E}} \left[ \Pi(\tilde{J}_n(\xi \cdot |y|) \neq J_t) \Pi(\text{sign}(y) = \xi) \Pi(\text{sign}(y) = \xi) \right]
\]

\[
= \frac{1}{2|\mathcal{E}|} \sum_{\xi \in \mathcal{E}} \left[ \Pi(\tilde{J}_n(\xi \cdot |y|) \neq J_t) \Pi(\text{sign}(y) = \xi) \Pi(\text{sign}(y) = \xi) \right].
\]

Using the facts that \( y = \theta + n^{-1/2} \xi \), the distributions of \( \theta \) and \( \xi \) are orthosymmetric and \( \theta \) is independent of \( \xi \) under \( P \), one easily checks that the random vectors \( \text{sign}(y) \) and \( (|y|, |\theta|) \) are independent. Hence, under \( P \), the event \( \text{sign}(y) = \xi \) is independent of \( \tilde{J}_n(\xi \cdot |y|) \neq J_t \) and therefore

\[
\sup_{f \in \Sigma} P_t(\tilde{J}_n \neq J_t) \geq \frac{1}{2|\mathcal{E}|} \sum_{\xi \in \mathcal{E}} \left[ \Pi(\tilde{J}_n(\xi \cdot |y|) \neq J_t) \Pi(\text{sign}(y) = \xi) \right]
\]

\[
\geq \min_{\xi \in \mathcal{E}} \Pi(\tilde{J}_n(\xi \cdot |y|) \neq J_t) \geq \inf_{f \in \mathcal{J}_{\text{sym}}} \Pi(\tilde{J}_n(y^2) \neq J_t),
\]

where the last inf is taken over the set \( \mathcal{J}_{\text{sym}} \) of all sparsity pattern estimators depending only on \( |y| \), or equivalently on \( y^2 \triangleq y \cdot y \). Thus, at this stage we have proven that the inequality

\[
\inf \sup_{f_t} P_t(\tilde{J}_n \neq J_t) \geq \inf_{f \in \mathcal{J}_{\text{sym}}} \int_{\Sigma} P_t(\tilde{J}_n(y^2) \neq J_t) \Pi(df)
\]

holds for every orthosymmetric probability measure \( \Pi \). Now, let us define the so called “least favorable prior”, that is the probability measure \( \Pi \) for which the RHS of the last inequality is strictly positive. Based on the Dirac measures \( \mu_\ell = \delta_\ell, \ell = 1, \ldots, M \), we define the prior \( \Pi \) as the orthosymmetrized version of the probability measure

\[
\pi_0(df) = \frac{1}{M} \sum_{\ell=1}^M \mu_\ell(df).
\]
Strictly speaking, for every measurable subset $A$ of $\Sigma_{L,n}$,

$$
\pi(A) = \frac{1}{2^{|A|}} \sum_{x \in 2^A} \pi_0 \left( \left\{ \sum_{k} \theta_k (f) \varphi_k : f \in A \right\} \right).
$$

Injecting this prior in (30) and using the notation $f_\theta = \sum_{k} \theta_k (f) \varphi_k$, we get

$$
\inf_{\bar{J}} \sup_{J \in \Sigma_{L,n}} \mathbf{P}_f (\bar{J} \neq J_t) \geq \inf_{\bar{J}} \sup_{J \in \Sigma_{L,n}} \frac{1}{2^{|\bar{J}|}} \sum_{x \in 2^{\bar{J}}} \mathbf{P}_f \left( \bar{J} (y^2) \neq J_t \right) \pi_0 (df) \\
= \inf_{\bar{J}} \sup_{J \in \Sigma_{L,n}} \mathbf{P}_f \left( \bar{J} (y^2) \neq J_t \right) \pi_0 (df) \\
= \frac{1}{M} \inf_{\bar{J}} \sup_{J \in \Sigma_{L,n}} \frac{1}{M} \sum_{t=1}^{M} \mathbf{P}_{\bar{J}} \left( \bar{J} (z) \neq J_t \right).
$$

The desired inequality follows now by a simple application of Lemma 3.

**APPENDIX G: PROOF OF LEMMA 3**

Let $M = \binom{d}{d}$, $f_0 \equiv 0$ and let $\{f_1, \ldots, f_M\}$ be a set included in $\Sigma_L$. Let $J_1, \ldots, J_M$ be all the subsets of $\{1, \ldots, d\}$ containing exactly $d^*$ elements somehow enumerated. We apply Lemma 5 to the set of functions $f_0, \ldots, f_M$. Let us define now the Fourier coefficients of $f_\theta$ if, for instance, $f_1$ corresponds to $J_1 = \{1, \ldots, d^*\}$. We set

$$
\theta_k = \begin{cases} 
\frac{N(d^*, \gamma)^{-1/2}}{\gamma} & \text{if } k \in \mathcal{C}_1(d^*, \gamma) \\
0 & \text{otherwise}
\end{cases}
$$

Clearly, the vector $\theta = (\theta_k)$ is symmetric in the variables $\{1, \ldots, d^*\}$. Furthermore, it satisfies

$$
\sum_{k \neq 0} \theta_k^2 = \sum_{k \in \mathcal{C}_1(d^*, \gamma) \setminus \mathcal{C}_2(\gamma)} \theta_k^2 = 1
$$

and

$$
\sum_{k \in \mathcal{C}_2(\gamma^*)} k_1^2 \theta_k^2 = \frac{N(d^*, \gamma)^{-1}}{d^*} \sum_{k \in \mathcal{C}_1(d^*, \gamma)} k_1^2 \\
= \frac{N(d^*, \gamma)^{-1}}{d^*} \sum_{j=1}^{d^*} \sum_{k \in \mathcal{C}_1(d^*, \gamma)} k_j^2 \\
= \frac{N(d^*, \gamma)^{-1}}{d^*} \sum_{k \in \mathcal{C}_1(d^*, \gamma)} ||k||_2^2 \\
\leq \gamma N_1(d^*, \gamma) / N(d^*, \gamma).
$$

The results stated in Section 4 imply that $N_1(d^*, \gamma) / N(d^*, \gamma) \sim d^* \to \infty 1 + (h(\gamma) - 1)^{-1}$. According to the choice of $\gamma$, for $d^*$ large enough, $f_1 \in \Sigma_L$. Let us define the functions $f_2, f_3, \ldots, f_M$ in a similar way by only changing the sparsity pattern; the function $f_1$ has the sparsity pattern $J_1$.

To apply Lemma 3, we need to upper-bound $\mathcal{K}(\bar{P}_t, \bar{P}_0)$ for every $\ell \in \{1, \ldots, M\}$. To ease notation, we write $\bar{P}_t$ instead of $\bar{P}_0$. Using the symmetry and the well-known inequalities relating the Kullback-Leibler divergence to the $\chi^2$-distance between probability measures, we have $\mathcal{K}(\bar{P}_t, \bar{P}_0) = \chi^2$-
$$\chi(\hat{P}_1, \hat{P}_0) \leq \log(1 + \chi_2(\hat{P}_1, \hat{P}_0)),$$

where the $\chi_2$ distance between two probabilities $P$ and $Q$ such that $P \ll Q$ is defined by:

$$\chi_2(P, Q) = \int \left( \frac{dP}{dQ} - 1 \right)^2 dQ = \int \left( \frac{dP}{dQ} \right)^2 dQ - 1.$$

In view of (Efroymovich and Low, 1996, lemme 5.1), we obtain

$$1 + \chi_2(\hat{P}_1, \hat{P}_0) \leq \exp\left(n^2 \sum_{k \in \mathbb{Z}^d} \theta_k^* \right) = \exp\left(\frac{n^2 N_1(d^*, \gamma)}{N(d^*, \gamma)^2} \right) \leq \exp\left(\frac{n^2 L}{N(d^*, \gamma)} \right).$$

The assumption made in the theorem entails that $\frac{1}{M} \sum_{j=1}^{M} K(\hat{P}_j, \hat{P}_0) \leq \alpha \log M$ and we conclude thanks to Lemmas 3 and 5.

APPENDIX H: PROOF OF PROPOSITION 6

Let $M = \binom{d}{d^*}$ and let $\{f_0, f_1, \ldots, f_M\}$ be a set included in $\Sigma_L$. Let $I_1, \ldots, I_M$ be all the subsets of $\{1, \ldots, d\}$ containing exactly $d^*$ elements somehow enumerated. Let us set $f_0 \equiv 0$ and define $f_\ell$, for $\ell \neq 0$, by its Fourier coefficients $\{\theta_k^\ell : k \in \mathbb{Z}^d\}$ as follows:

$$\theta_k^\ell = \begin{cases} 1, & k = (k_1, \ldots, k_d) = (1_{i \in I_\ell}, \ldots, 1_{d \in I_\ell}), \\ 0, & \text{otherwise.} \end{cases}$$

Obviously, all the functions $f_\ell$ belong to $\Sigma$ and, moreover, each $f_\ell$ has $I_\ell$ as sparsity pattern. One easily checks that our choice of $f_\ell$ implies $\chi(\hat{P}_\ell, \hat{P}_0) = n\|f_\ell - f_0\|_2^2 = n$. Therefore, if $\alpha \log M = \alpha \log \binom{d}{d^*} \geq n$, the desired inequality is satisfied. To conclude it suffices to note that $\log \binom{d}{d^*}$ is larger than or equal to $d^* \log(d/d^*) = d^* \left( \log d - \log d^* \right)$.
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